
Assessment in Medical
Education and Training
A practical guide

Edited by

Neil Jackson
Postgraduate Dean of General Practice, London Deanery
Honorary Professor of Medical Education, Queen Mary School of Medicine and
Dentistry, University of London

Alex Jamieson
Associate Director, London Deanery GP Department
Course Director (Queen Mary), Joint MSc in Primary Care
Queen Mary School of Medicine and Dentistry, and City University, London 

and

Anwar Khan
Associate Director, London Deanery GP Department
University of London

Foreword by

Dame Lesley Southgate

Radcliffe Publishing
Oxford • New York



Radcliffe Publishing Ltd
18 Marcham Road
Abingdon
Oxon OX14 1AA
United Kingdom

www.radcliffe-oxford.com
Electronic catalogue and worldwide online ordering facility.

© 2007 Neil Jackson, Alex Jamieson and Anwar Khan

Neil Jackson, Alex Jamieson and Anwar Khan have asserted their right under
the Copyright, Designs and Patents Act 1998 to be identified as the authors of
this work. 

All rights reserved. No part of this publication may be reproduced, stored in a
retrieval system or transmitted, in any form or by any means, electronic,
mechanical, photocopying, recording or otherwise, without the prior permis-
sion of the copyright owner.

British Library Cataloguing in Publication Data

A catalogue record for this book is available from the British Library.

ISBN-13: 978 1 84619 046 9

Typeset by Lapiz Digital Services, Chennai
Printed and bound by TJI Digital Ltd, Padstow, Cornwall



iii

Contents

Foreword v
About the editors vi
List of contributors vii

Introduction 1
Alex Jamieson, Anwar Khan and Neil Jackson

1 The principles of assessment design 11
Val Wass, Reed Bowden and Neil Jackson

2 Assessment in the undergraduate curriculum 27
Kamila Hawthorne

3 Assessment in the Foundation Programme 41
Gareth Holsgrove and Helena Davies

4 Record of in-training assessments (RITAs) 52
Anand Mehta, Kevin Kelleher and Colin Stern

5 Assessment for recruitment 62
Fiona Patterson and Pat Lane

6 Workplace-based assessment for general practice training 74
Tim Swanwick and Nav Chana

7 Preparing teachers for work-based teaching and assessing 86
Robert Clarke

8 Simulated surgery for the assessment of consulting skills 97
Peter Burrows

9 Video assessment 109
Adrian Freeman

10 Summative assessment 114
Moya Kelly and Murray Lough

11 Roles of self-assessment tools and work-based learning 131
in personal development
Jonathan Burton and Neil Jackson

12 Practice based assessment 140
Penny Trafford and Sanjiv Ahluwalia

13 Assessment when performance gives rise to concern 150
Debbie Cohen and Melody Rhydderch

14 Legal perspectives of assessment 159
Anthea Lints



15 Post-modernising medical careers: assessment in an 163
age of uncertainty
John Launer

Index 170

iv Contents



Foreword

This thoughtful, provocative and eclectic book is published at a time of enormous
change in the content, structure and quality assurance of postgraduate medical
education in the United Kingdom.

The reforms known as Modernising Medical Careers are being introduced at
the same time as a new regulator, the Postgraduate Medical Education & Training
Board (PMETB), has been established. And the General Medical Council has 
further developed Good Medical Practice, its guidance to the medical profession,
setting out the extent and boundaries for contemporary medical practice.

The dynamic system formed by these three forces has fundamental implica-
tions for the assessment of postgraduate medical training. The MMC careers
framework determines the timing and importance of assessments, the PMETB
Principles for Assessment Programmes sets out quality standards for assessment
methods and Good Medical Practice sets challenges for the design of new or
improved methods to assess ‘hard to measure’ domains such as professionalism.
The interplay between the reformed structure of UK postgraduate training, the
qualities and attributes that must be exhibited by all registered doctors (Good
Medical Practice) and the quality assurance requirements for all specialty curricula
and their integrated assessment programmes, creates a unique environment for
training.

The first chapter emphasises the principles for the design of assessment pro-
grammes, and those that follow eleborate those principles by considering assess-
ments for different purposes, or for different contexts. But principally grounded in
the world of general practice. Some of the topics are a snapshot of approaches
which, while current, will soon be overtaken by events. Others look to the future.
The reader, like this writer, will be challenged and stimulated by the variety of
views and emphases, but will find the concluding chapter a place for reflection and
integration, so essential for all of those who dare to become involved in assessing
others, where justice and fairness for doctors and patients must be the prime 
consideration.

Dame Lesley Southgate
March 2007
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Introduction
Everything that can be counted does not necessarily count; everything
that counts cannot necessarily be counted.

Albert Einstein, physicist, 1879–1955

One test does not improve learning any more than a thermometer
cures a fever. We should be using these tests to get schools to teach
more of what we want students to learn, not as a way to punish them.

Heubert, Professor of Education, Columbia University

Assessment is arguably the most important method of driving up standards and
yet ‘there is probably more bad practice and ignorance of significant issues in the
area of assessment than in any other aspect of higher education’.1 This is in spite
of the fact that the last two decades have seen major developments in the assess-
ment of clinical competence. This has been evident in the amount of research
and written output and in the number of major international conferences that
have focused on the topic (‘Ottawa’ and ‘Cambridge’ Conferences, etc.). Also, we
have much broader notions of what assessment should be doing than in the past.
There is potential for information overload to a novice in the growing field of
assessment.

The core aim of this book is to be ‘a collation of original sources’ on assessment
throughout medical education. It is set out as an ‘assessment journey’ highlight-
ing the broad range of references to other current literature in the area of assess-
ment and is intended to act as a portal to the relevant literature on assessment.

Medical science is growing and changing with new drugs, new technology, etc.,
with the prospect of limitless spending on health. Along with these changes, soci-
ety is better informed with growing expectations and a growing tendency to liti-
gate when things go wrong. The search for better ways of assessing competence
is the order of the day, and legislators need to feel doctors can do a good job; con-
fidence in doctors also affects allocation of resources to healthcare.

Assessment has tended to be a private and intimate affair, but given the impor-
tance of assessments in that they determine the student’s diplomas and future
career, it probably should be scrutinised most carefully. In the past, one accepted
the pass marks given out by examining bodies, but we are no longer prepared to
be mystified by psychometrics. Society now expects the basis of assessments to be
explained and to be able to understand the explanation. Also, assessments have
become more closely integrated into the curriculum. The priority is to clarify
exactly what we wish to assess and ensure the procedures used provide a valid
reflection of the relevant performance.

The concept of assessment has broadened and is seen as having multiple pur-
poses. There has been a move away from comparison/competition among stu-
dents to what has or has not been learned and a greater emphasis on
criterion-referencing than peer-referencing. There is a move to a descriptive
approach rather than just raw marks, grades or statistical manipulation. This has
led to a greater emphasis on formative assessment to improve practice rather
than summative assessment as in the past. Harden uses the bicycle as a useful
model when considering the relationship between teaching and assessment.2 The
front wheel represents teaching and learning whilst assessment is represented by
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the rear wheel; problems occur when the wheels go in different directions or are
missing. Assessment can make learning more effective. Norman summarises the
relationship between assessment and learning when he says, ‘The curriculum
tells you what the faculty is doing; the examination systems tell you what the
students are doing’. In effect, we are moving from a testing and examination cul-
ture to an assessment culture.

Recently, assessment has taken a higher profile and is required to deliver on a
wide range of outcomes as follows.

• Support teaching and learning by fostering learning. Feedback to learners and
teachers as to what has been learnt and what has not been achieved. It may
help to explain why some things have not been learnt and improve teaching
through evaluation, consequently, driving the curriculum and teaching.

• Provide information about students, teachers and schools. By providing valid
information, it aims to help make sensible and rational decisions about
courses, careers, etc.

• Act as selection and certificating device as well as prediction of future success,
but it has to be noted that assessment is always a snapshot, and that compe-
tence is not always synonymous with performance. It can inform systems for
certification and licensure.

• Accountability procedures, in particular, ensuring the safety of the public, but
also to set standards and monitor the quality of education. Formulation of
policies and directing resources including personnel and money may also be
a consequence.

Functions of assessment
We need to define the functions of the assessment in question: is it to diagnose
problem students, evaluate teaching/curricula, lead to qualifications, perform
selection for jobs, or for sorting people into their roles in society? These different
purposes will need different methods, and subsequent chapters will deal with
these issues in more detail.

• Professional – supports teaching and learning. This is enabling rather than 
limiting.

• Accountability – e.g. government and tax-payers need reassurance.
• Certification purposes.

Educational assessment
There is a long-held central argument amongst educationalists that assessment
should play a crucial part in any educational process. Whenever and wherever
learning occurs then it follows that the learner, the teacher and other interested
parties or society at large will express a desire to understand what has occurred in
terms of the learning process and its outcomes. It may therefore be reasonably
advanced that sound education has a direct link to sound assessment although its
purpose will vary according to different situations. Macintosh and Hale classified
six possible purposes of assessment:3

• diagnosis
• evaluation
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• guidance
• grading
• selection
• prediction.

This classification is helpful in understanding the broad spectrum of functions that
educational assessment can be used for. Additional purposes may be added to this
core list, i.e. motivation and development, which underline a learner-centred
approach and a means of supporting learning rather than just to indicate current
or past achievement.

Heron4 called ‘the redistribution of educational power’ the process whereby
assessment becomes not just something which is ‘done to’ learners but also ‘done
with’ and ‘done by’ learners.5 Gipps suggested that educational measurement
should be more dynamic where the focus is the learning potential of the student.6

Assessment may be defined as ‘any method that is used to better understand the
current knowledge that a student possesses.’ This can be of varying degrees of
subjectivity and can be formative or summative. The purposes of assessment
need to be clearly explained. Staff, students and the outside world need to be able
to see why assessment is being used, and the rationale for choosing each individ-
ual form of assessment in its particular context. Assessment should be a develop-
mental activity in that it should provide learners with an opportunity to reflect
on their practice and their learning; thereby promoting deep learning. The assess-
ment instruments and processes need to be reliable and consistent. Assessment
can take many forms, and it can be argued that the greater the diversity in the
methods of assessment, the fairer assessment it is to students. These instruments
and processes need to be valid in that an assessment method should be chosen
which directly measures what it is designed to measure.

In 1984, Frederiksen stated that the time and effort put into learning was
determined by what the tests measured, and hence there is a bias against teach-
ing important skills that are not measured.7 A number of reviews have shown the
powerful effects of testing on teaching and the curriculum.8, 9 Madaus relates this
to the Heisenberg ‘uncertainty principle’: one cannot measure things without
affecting them. It is often said that assessment drives learning and there are many
examples, but there is the potential that assessment skews learning into a rote-
learning and superficial model.10

Characteristics of good assessment

1 Validity. The concept of test validity is to what extent an assessment actually
measures what it is intended to measure, and permits appropriate generalisations
about students’ skills and abilities. If the test is valid, we can safely generalise that
the student will be likely to do as well on similar items not included in the test.
A test might be valid for one purpose but inappropriate for other purposes, and
evidence of validity needs to be gathered for each purpose for which an assess-
ment is used. There is the problem of ‘assumption of universality’ – that a test
score has the same meaning for all individuals. However, this often depends on
the test’s construct validity; if a test assesses the attribute it is supposed to then it
is ‘valid’. The second problem is uni-dimensionality since many attributes are
multi-dimensional.
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2 Reliability. This attempts to answer if the assessment results for this person or
class are similar if they are gathered at some other time or under different cir-
cumstances, or if they are scored by different raters. Inter-rater reliability
requires that independent raters give the same scores to a given student
response.

3 The content of the tests (the knowledge and skills assessed) should match the
competencies being learnt and teaching formats used.

4 The test items should represent the full range of knowledge, skills and atti-
tudes that are the primary targets of instruction.

5 Expectations for student performance should be clear.
6 The assessment should be free of extraneous factors that unnecessarily con-

fuse or inadvertently cue student responses.

Ethical issues
Assessment has the potential to improve learning for all students but in the past
has acted as a barrier in that assessments have been used to label students. There
is a potential to be unfair to minority students, particularly in the assessment of
language. Questions of fairness arise not only in the selection of performance
tasks but in the scoring of responses, and the training and calibrating of examin-
ers is critical in this regard.

Standard setting
As professional certification grows in importance, the method used to determine
the passing scores will come under increasing scrutiny. John Norcini call the deci-
sion of who must pass or who must fail as the ‘mind of God’ and it may be that
the perfect standard setting will forever elude us as does the Holy Grail.

4 Assessment in Medical Education and Training

Candidate
Clearly passes

Candidate
Clearly fails

The pass/fail boundary is very difficult to ascertain – best
to describe it as a point of maximum uncertainty

This is a balancing act based on the following expectations.

1 Expectations based on test – what would constitute as capable performance.
2 Expectations based on candidates – highly qualified, properly selected, well

trained.
3 Expectations of institution/society – how many passes we need or can tolerate.

Test expectations
Test-centred methods rely on informed expert judgement but need to demonstrate
due diligence and be supported by a body of research. These vary according to test



type, and there is a mixture of measuring and judging. In the former, we count
points, report a score and aim for precision. However, when measuring, only the
measurable is important and there is a problem as to how we give meaning to
measurements. With regard to judging, the standard resides within the judge and
judgements are encoded as a number/grade. There are many important things that
cannot be measured but can be judged. However, there are numerous sources of
error (e.g. examiners).

The various methods are discussed more fully in Chapter 1. However, some
general principles are that standards setters must understand the purpose of the
test, know the contents, and be familiar with candidates’ teaching. Also, a signif-
icant number of standard setters needs to be involved, and they need to repre-
sent all stakeholders.

Institutional expectations
Self-view of institution is an important variable (‘can’t be a good test if so many
pass’) but also the law of supply and demand applies. The value of a qualification
as perceived by existing holders, employers, society, is an important variable, as
are concerns of finances or influence.

Wass discusses whether we are justified in abandoning old methods in favour
of the new and the driving forces behind this.10 There is an increasing focus on
professional accountability driven by political pressure and a need to ensure doc-
tors are ‘fit for purpose’. There is a current move away from testing written the-
oretical knowledge to assessments in the workplace and there is potential for
assessments to become more integrated. 

Assessment drives learning, and studies have shown that the assessments used
do determine what students learn11 and the way in which they learn, as well as
determining the way in which trainers teach and what they teach. Ideally assess-
ments should always play a positive role in the learning experiences of students.
With an increasing focus on competency-based outcomes, Wass highlights a con-
cern that ‘professionalism of practice, i.e. the higher order meta-cognitive levels
of performance and understanding’ may not be assessed.12 One needs to consider
a combination of methods and we need to be cautious in discarding the tradi-
tional methods which may still have a role in testing a more integrated process.

Assessment journey
The assessment journey is discussed further in Chapter 1 which covers the prin-
ciples of assessment design. Chapter 2 looks at assessment in the undergraduate
curriculum, past, present and future. Chapter 3 focuses on assessment in the
Foundation Programme, which has an emphasis on the assessment of perform-
ance in the workplace. In Chapter 4 the use of records of in-training assessments
(RITAs) is critiqued, noting wide variation in what has been developed.

In the chapter on assessment for recruitment (Chapter 5) the use of assessment
centres (ACs) for this purpose is described. The authors in Chapter 6 argue for the
importance of workplace-based assessment, especially its strength as a develop-
mental tool, with the ‘reconnection’ of teaching and assessment. Chapter 7 covers
the training of supervisors in the context of Foundation Programme assessments,
and the ‘importance of considering the teacher’s aims and objectives ... and the
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way in which this will be linked with the experience and needs of the learners.’
The development and use of simulated surgeries as an assessment tool, and the
challenges of standard setting, are covered in Chapter 8. In Chapter 10 the authors
argue for the importance of summative assessment for GP training as a driver for
an increased understanding of criterion audit method in general practice, albeit
that current trends determine this as predominantly historical.

We move with Chapter 10 to the assessment of autonomous professionals,
firstly the strengths and weaknesses of self-assessment. Chapter 11 looks at prac-
tice-based assessment, the accreditation of practices, and links to quality control
and service improvement. In Chapter 12 the authors demonstrate the value of
multiple perspectives in the assessment of doctors whose performance has given
rise to concern, and argue for the importance of flexibility in remediation. The
value of the rigorous selection of assessors, and the mechanism of appeals and
complaints processes, is covered in Chapter 13. Finally in Chapter 14 the authors
reflect on ‘... the position of medicine in contemporary culture and society, and
what this means for the future of assessment in the medical profession.’

Summary
Methods of assessment are determined by our beliefs about learning and how
these are influenced from today’s cognitive perspective such that meaningful
learning is reflective, constructive, and self-regulated. Acquisition of knowledge
and skills is not sufficient alone; we need to be able to apply the knowledge, skills
and strategies learnt, and in turn these can be the appropriate targets of assess-
ment. There is a movement away from traditional, multiple-choice tests to assess-
ments that include a wide variety of methods and so provide for more
meaningful assessments which can better capture significant outcomes in order
to assure their future success. 

The scenario below highlights some of the issues discussed above. 
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Scenario: what sort of assessment and why?

Dr Cool (AC) has a background of being an underperforming medical stu-
dent who needed remedial help, and developed a ‘phobia’ about examina-
tions, and assessment of all kinds. He became a non-vocationally trained GP
and initially had very ambivalent feelings about continuing in a medical
career, but became, on the basis of diverse clinical experience, an enthusi-
ast for interpersonal communication and the understanding of context, and
the privileged position of the GP in relation to both. He had also been
deeply involved over a 10-year period in transforming an underperforming
inner-city practice into a flagship teaching and training practice, and
realised that ‘building up that practice from … nothing to what it was, that
this had been a very important learning experience for me … the power of
learning from experience … particularly if you understand your own abil-
ity to change your life … to take the initiative.’ He worked as a GP tutor
and felt a ‘complete affinity’ with GPs who came to the GP lunchtime meet-
ings from smaller and struggling practices, because, ‘ … I could completely
identify with these people, and they felt comfortable with me because I
wasn’t a threat to them … [and] … because I had [a body of professional]
experience quite often that I could share with them.’

Dr Swot (AS) has a background of being a high achiever, who, when train-
ing as a GP, motivated by ‘trying to get some external validation that I’d
reached the acquired level of competence,’ passed all the exams it was pos-
sible to take. ‘So when I did O&G I did the DRCOG, when I did Paeds, I did
the DCH, when I did Community Paeds, I did DCCH, when I did geriatric
medicine, I did DGM, when I did general practice I did MRCGP’.

They now work together with doctors whose performance has given rise to
concern, and are in conversation about their very different routes towards
an appreciation of the importance of well designed assessments:

AS: Well I suppose throughout my own career I was wary of the fact that
there is so much to cover in general practice and doing the vocational train-
ing scheme, it was in some ways, I wasn’t sure at the end of the six months
of every post whether I actually had acquired all of the knowledge. And
that probably showed a bit of insecurity in myself. Personally I think it was
about trying to get some external validation so I’d reached the acquired
level of competence.

AC: Everything I learned about general practice I learned by being a GP
through continuing professional development. And because of my rather
difficult experiences as a student, I was kind of avoidant in relation to being
assessed. We developed the premises, we computerised the practice, we got
an excellent practice manager and although I left in the mid-nineties it
became a training practice not long after that. So that in a sense is kind of
where my world of experience has met with your world of experience and
in relation to assessment procedures, their design and their use.
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AS: Yes, certainly you’ve got a much more reflective life. I just wonder for
example you mentioned about your knowledge not being good and you
avoiding exams but what made you come to that judgement that your
knowledge wasn’t good? Was it about confidence or was it something
objective?

AC: Well I suppose I’d been kind of told that when they passed me in med-
ical school that day, and said to me, ‘your knowledge is not good, but its
time you had some responsibility’. I’d been kind of told that. What I like to
do is to think about things, you know, kind of absorb stuff and think about
things and then you know make a decision on the basis of a certain amount
of reflection.

AS: There is a degree of honesty of knowing your limits.

AC: Absolutely, and being completely open with people about that, you
know, so if I don’t know then I’m either going to find out in front of them
or I’ll speak to somebody who knows, or I’ll make sure.

AS: So that’s interesting that we’ve got a very similar thing. The other thing
I was quite interested in was what you mentioned about well-designed
assessment process and one of the things you talked about a reason for it
was defensibility. What are the characteristics of a well-designed assessment
process?

AC: Well you know there is this term, ‘fit for purpose’. I suppose the ques-
tions that you would have to ask, who are your target group, who are the
people who are being assessed and what is to be achieved at the end of this
assessment process. So in all of those different ways, it’s got to be fit for a
purpose, hasn’t it?

AS: Yes, it’s a bit like Wilson’s screening criteria. The assessment has to be
acceptable to the assessee and the assessor and it needs to have reasonable
reliability and validity as well.

AS: And I suppose that you’ve got a list of competencies that you expect to
achieve.

AC: Yes. It might be possible to design an assessment which tests those kinds
of competencies from mainstream general practice life and still not get the
answer to the question that needs to be asked. For instance, in a perform-
ance context, in an ideal world, you would need to go beyond clinical com-
petence per se to get a broader, better picture.

AS: I suppose the assessment process itself does drive the learning doesn’t it?

AC: It can skew it, yes.

AS: Skews it – they’ll act on it and they’ll play on it and they’ll be coached
by examiners to a level that they can perform and pass. To be cynical about
the assessment thing, how much of the assessment can be coached.
Another problem we’ve got is sampling and cost; you may have to limit the
areas we test or pick a cheaper test.
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AC: These are all the problems in relation to designing and running good
assessments aren’t they?

AS: Quality assurance is the key.

AC: I suppose in an ideal world I would hope to be able to solve this kind
of problem with evidence from assessment processes. In a performance sit-
uation, we have limited resources as well as having to defend against legal
challenge.

AS: Yes, and again I think it’s an important point because most assessments
are at risk of legal challenge. A standard setting exercise allows some defen-
sibility. The other thing that’s been missing is knowing when to say to doc-
tors that you are not good enough. I think it is unfair to allow doctors the
hope that they are able to come back into practice when they are so far
below the required standard and have little hope of achieving it.

AC: Well it has so many implications doesn’t it, to somebody who’s set their
heart on doing it …

AS: As for assessment in the real world, what I think we need to be think-
ing about is making the right diagnosis. To make this diagnosis we need to
take a history, examination and then do various tests. It is amazing how
colleagues are happy to ‘do an assessment such as MCQ’ without the pre-
liminary history etc on the basis of a PCT having concerns regarding knowl-
edge. We don’t do an MRI scan on children whose mother’s are worried
about their headaches without taking a history, etc. There seems to be a
prevalent view that we can diagnose on the basis of one test! I would sug-
gest that once a diagnosis is made, we then share the management plan in
order to improve compliance on uptake of the ‘educational prescription’.

AC: That’s right. And you know when the CMO makes public any decision
about the relationship between appraisal and revalidation for instance, that
will give us a clearer idea of the place of appraisal in that. Because if
appraisal is going to have some role, there is lots of potential there for look-
ing at the skills of the appraisers.

AS: There is … but the other question is how to assess the assessors. I’m
doubtful of people becoming assessors without them being assessed them-
selves. Similarly appraisers, if they’re going to have a role in revalidation,
there are skills they need and they need to be assessed to that.

AS: And the other question is, if you are going to start probing you need
some guidance on how much probing you do, and how much of an asses-
sor you become and not just an appraiser … .

AC: And they are going to have to defend their actions, you know.
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Chapter 1

The principles of assessment design

Val Wass, Reed Bowden and Neil Jackson

Introduction
Education is inceasingly regarded as a life-long continuum. Changes introduced by
Modernising Medical Careers aim, through the introduction of the Foundation
programme, to provide more support for a doctor’s transition from undergraduate
to postgraduate training.1 This is bridged by a more formative approach to assess-
ment focused on performance in the workplace and is radically different from
summative methods traditionally used in medical schools. As new structures for
training emerge, royal colleges are revising their vocational training curricula and
examinations guided by the principles set down by the Postgraduate Medical
Education Training Board (PMETB).2 They aim to support this educational contin-
uum to ensure doctors emerge from training with clear frameworks for keeping up
to date and continuing their professional development.

Assessment is intrinsic to these educational changes. New postgraduate curric-
ula are now more focused on achieving competence.1 There is concern that
assessment is becoming too focused on the demonstration of competence and
subsequently trivialised.3 Professionalism in the 21st century requires a higher
standard than mere competence. The Royal College of Physicians report on
Medical Professionalism highlights the need for professional excellence, not just
‘capacity to do something’.4 The need to develop newer packages of assessment
to accommodate this range of needs is becoming clear.5 Huge demands are being
made on assessment methods to address these changes: from testing the ‘ability
to do’ versus ‘excellence’; competence of the ‘novice’ versus the ‘expert’; and
resolving the tensions between ‘revalidation’ and ‘appraisal’.

This chapter aims to set out the basic principles which underpin the choice and
design of assessments, taking a broad view of available methods and processes for
standard setting to validate and ensure the processes used are ‘fit for purpose’.
The basic structure offered supports the subsequent chapters that outline in more
detail how assessment is keeping abreast of the challenges presented by changes
in education in the 21st century.

Designing assessments
Whether assessment occurs in the workplace or in the examination hall, it must
be carefully planned and delivered. Decisions need to be made on key issues (see
Box 1.1 for summary).
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What is the educational purpose of the assessment?
Assessment drives learning. Ideally this should not be the case. The curriculum
should motivate learning in any clinical course and assessment be planned at a
later date to ascertain that the required learning has occurred. In actuality at 
all levels of education, whether undergraduate6 or postgraduate7, students feel
overloaded by work and prioritise those aspects of the course that are tested. To
overcome this, the assessment package must be designed to mirror and drive the
educational intent. The balance is a fine one. Pragmatically, it is the most appropri-
ate engine to which to harness the curriculum. Yet one can be too enthusiastic.
Creating too many burdensome time consuming assessment ‘hurdles’ can detract
from the educational opportunities of the curriculum itself.8 The assessment must
have clarity of purpose and be designed to maximise learning. It is important to be
clear on both the goal and the direction of travel. Careful planning is essential. In
reality the first decision lies in agreeing how to maximise educational achievement.
This cannot be an afterthought.
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Box 1.1: Summary of key questions to address when designing
and evaluating an assessment

Educational purpose? Align the assessment with the 
educational goals and do not create too 
many assessment hurdles.

Summative or formative? Be clear on the purpose of the test. Low 
or high stakes.

Competence or performance? Check against Miller’s triangle. At 
what level of competency will your 
assessment measure?

What is the blueprint? Plan the test against the learning 
objectives of the course or competencies 
essential to the specialty.

What is the standard? Define end point of assessment. Set the 
appropriate standard, e.g. minimum 
competence in advance.

Are the methods valid? Select appropriate test formats for the 
competencies to be tested. This 
invariably results in a composite 
assessment.

What level of reliability? Sample adequately. Clinical 
competencies are inconsistent across 
different tasks. Test length is crucial if 
high stakes decisions are required. Use 
as many examiners as possible.

Is it feasible and acceptable? Practicalities of delivery, e.g. cost, 
appropriately trained examiners.



What is the intent of the assessment: formative or summative?
To promote deeper learning, assessment should be formative. Students must learn
from tests and receive feedback to build on their knowledge and skills. If they do
not meet the standard, there should be further opportunities to try again until the
competency is ultimately achieved. Feedback should encourage students to identify
their strengths and weaknesses and map their progress. Weak students should be
identified and given remedial help. This is the focus of assessment in the Foundation
Programme.1 Feedback requires support through trained mentoring; an issue which
will be addressed in subsequent chapters on the Foundation Programme and RITAs.

At the same time, with an increasing focus on the performance of doctors and
public demand for assurance that doctors are competent to practise, assessment
must, at times, have a summative function. Tests of clinical competence are neces-
sary to make an end point decision on whether a doctor is fit to practise or not.
Such tests generally take a ‘snapshot’ of ability at a defined moment. The candi-
date has a fixed time frame and number of attempts in which to succeed. The two
forms of assessment are stark in contrast (see Box 1.2). Both are necessary.

This raises a challenge for all involved in medical education. It is difficult for a test
to be simultaneously formative and summative. Yet if assessment focuses only on
certification and exclusion, the all-important influence on the learning process
will be lost. Superficial learning, aimed purely at passing the test, can result. The
PMETB principles emphasise the importance of giving students feedback on all
assessments to encourage reflection and deeper learning. All those designing and
delivering high stakes tests should explore ways of enabling this and make their
intentions transparent to candidates.

What aptitudes are you aiming to assess?

Knowledge, competence or performance?
Miller’s pyramid (see Figure 1.1) provides an important framework for establish-
ing the aim of an assessment.9 It conceptualises the essential facets of clinical
competence. The base represents the knowledge components of competence:
‘knows’ (basic facts) followed by ‘knows how’ (applied knowledge). The progres-
sion to ‘knows how’ highlights that there is more to clinical competency than
knowledge alone. ‘Shows how’ represents a behavioural rather than a cognitive
function, i.e. it is ‘hands on’ and not ‘in the head’. Assessment at this level
requires an ability to demonstrate a clinical competency.
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Box 1.2: Formative versus summative assessment

Formative assessment:
Breaks learning into manageable modules
Allows repeated attempts to master the content of each module
Is not perceived as threatening (low stakes)
Summative assessment:
Is an end-point examination
Can block intended career progression (high stakes)
Is perceived as threatening



The ultimate goal for a valid assessment of clinical aptitude is to test performance, i.e.
what the doctor actually does in the workplace. Over the last four decades assess-
ment research has focused on developing valid ways of assessing the summit of the
pyramid, i.e. a doctor’s actual performance.10,11 Subsequent chapters will explore in
more detail the extent to which this has been achieved. We have modified the tri-
angle (Figure 1.1) to include ‘professional behaviour’ as a third dimension. Assessment
design must develop to address the values and behaviours intrinsic to modern med-
ical professionalism.2 Methodology for achieving this remains challenging.12

At what level of expertise?
Any assessment design must accommodate the progression from novice through
competency to expertise. It must be clear against what level the student is being
assessed. Developmental progressions have been described for knowledge as in
Bloom’s taxonomy summarised in Figure 1.2.13 Frameworks are also being devel-
oped for the clinical competency model.14,15 Work remains to be done in incor-
porating models of professional development in expertise into the assessment
methods (see Chapter 6). When designing an assessment package, conceptual
clarity is essential to identify the level of expertise anticipated at that point in
training. The question, ‘is the test appropriate for this level of training?’ must
always be asked. It is not uncommon to find tasks set in postgraduate examina-
tions which assess basic factual knowledge at undergraduate level rather than
applied knowledge appropriate to the candidate’s postgraduate experience.

Deciding the content of the assessment: blueprinting
Once the purpose of the assessment is agreed, test content must be carefully planned
against the intended learning outcomes, a process known as ‘blueprinting’.16 Medical
schools follow the General Medical Council (GMC) guidelines for Undergraduate
Education.17 In the past blueprinting has been difficult for postgraduate collegiate
examinations, where curriculum content remained more broadly defined.18 To
address these difficulties and the requirements of PMETB, colleges are now revising
their curricula developing clear learning outcomes.
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Figure 1.1: Miller’s pyramid of clinical competence.9



Blueprinting requires the following.

• A conceptual framework. A framework against which to map assessments is
essential. PMETB is recommending Good Medical Practice19 is used for UK
postgraduate assessments.2 Alternatives such as the behavioural framework
‘knowledge, skills and attitudes’ can be employed.

• Context specificity. Blueprinting must also ensure that the contextual con-
tent of the curriculum is covered. Content needs careful planning to ensure
students are comprehensively and fairly assessed. Professionals do not per-
form consistently from task to task.20 Wide sampling of content is essential.16

Context of learning impacts on clinical competence in a most profound way.
This has been the main catalyst to the development of Objective Structured
Clinical Examinations21 and the demise of testing on a single long case.22

Sampling broadly to cover the full range of the curriculum is of paramount
importance if fair and reliable assessments are to be guaranteed (see Table 1.1
for an example of a blueprint used to identify stations for a 20-station
undergraduate OSCE). Blueprinting written examinations is of equal impor-
tance.

• The assessment programme must also match the competencies being learnt
and the teaching formats being used. Many medical curricula define objec-
tives in terms of knowledge, skills and attitudes. These cannot be validly
assessed using a single-test format. All assessments must ensure the test being
used is appropriate to the objective being tested. To assess clinical competence
validly, we are moving from a battery of different examinations to an assess-
ment package where performance in the workplace can be included alongside
high-stakes examinations such as multiple-choice tests.11 No single one can be
valid, given the complexity of clinical competency itself.
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Figure 1.2: Hierarchy of knowledge: Bloom’s taxonomy.13
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OSCE
case selection Conceptual framework
blueprint

Context:
primary system or area Diagnosis Examination Management Communication Practical skills Ethics
of disease

Cardiovascular X X
Respiratory X X
Neurological psychiatric X X
Musculo skeletal X X
Endocrine and oncological X X
Eye/ENT/skin X
Men’s/Women’s and sexual health X X
Renal/urological X X
Gastro intestinal X X
Infectious diseases X X
Other X

Table 1.1: Example of a blueprint for a 20-station undergraduate OSCE



• Triangulation. As assessment design develops, the need to combine assessments
of performance in the workplace alongside high stakes competency has been
increasingly recognised. The complexity of measuring professional performance
is becoming better understood.5 It is important to develop an assessment pro-
gramme to build up evidence of performance in the workplace and avoid
reliance on examinations alone. Triangulation of observed contextualised per-
formance tasks of ‘does’ can be assessed alongside high-stakes competency
based tests of ‘shows how’.23 The GMC’s performance procedures, where work-
place assessments are triangulated with a knowledge test and an objective 
structured clinical examination provide such a model.24

Deciding who should pass or fail: standard setting
Inferences about examinee performance are critical to any test of competence.
When assessment is used for summative purposes, the pass/fail level of a test has
also to be defined. Well-defined and transparent procedures need to be set in
place to do this.2

Norm versus criterion referencing
Comparison of performance to peers, i.e. norm referencing, can be used in exam-
ination procedures where a specified number of candidates is required to pass.
Performance is described relative to the positions of other candidates and a fixed
percentage fail, e.g. all candidates one standard deviation below the mean. Thus
the variation in difficulty of the test is compensated for. However, variations in
ability of the cohort sitting the test are not taken into account. If the group is
above average in ability, those who might have passed in a poorer cohort will fail.
This is clearly unacceptable for clinical competency licensing tests, which aim to
ensure that candidates are safe to practise.

A clear standard needs to be defined, below which the doctor would not be
considered fit to practise. Such standards are set by criterion referencing, where
the minimum standard acceptable has to be decided. The reverse problem now
faces the assessor. Although differences in candidate ability are accounted for,
variation in test difficulty becomes the key issue. Standards should be set for each
test, item by item. Various methods have been developed to do this: ‘Angoff’,
‘Ebel’, ‘Hofstee’.25,26,27 These can be time consuming but essential and enable a
group of stakeholders (not just examiners) in the assessment to participate.
PMETB (see Box 1.3) encourages the involvement of lay judges in the standard
setting process.2
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Box 1.3: Summary of PMETB principles for assessment 

1 Methods must reflect the assessment’s intended purpose/content 
2 Reference assessment content to Good Medical Practice 
3 Ensure methods used to set standards are in the public domain
4 Involve lay members in the assessment process
5 Have mechanisms for giving students feedback on performance
6 Use appropriate criteria for examiner training 
7 Use standardised documentation which is available nationally
8 Be sufficiently resourced 



More recently methodology has been introduced using the examiner cohort itself
to set the standard. Examiners, after assessing the candidate, indicate which stu-
dents they judge to be borderline. The mean mark across all examiners (and
there is invariably a range) is taken as the pass / fail cut off.28 The robustness of
this method across different cohort of examiners remains to be seen.29 The choice
of method will depend on available resources and the consequences of misclassi-
fying passing and failing examinees.

Evaluating the assessment: validity and reliability
Two key concepts, validity and reliability, are essential when evaluating and
interpreting assessments.

• Validity: Was the assessment valid? Did it measure what it was intended to
measure?

• Reliability: What is the quality of the results? Are they consistent and repro-
ducible?

Validity is a conceptual term which should be approached as a hypothesis and
cannot be expressed as a simple coefficient.30,31 It is evaluated against the various
facets of clinical competency. In the past these facets have been defined sepa-
rately acknowledging that appraising the validity of a test requires multiple
sources of evidence (see Table 1.2 ).32

It is now argued that validity is a unitary concept which requires these multiple
sources of evidence to evaluate and interpret the outcomes of an assessment.30

Intrinsic to the validity of any assessment is analysis of the scores to quantify their
reproducibility. An assessment cannot be viewed as valid unless it is reliable. Two
aspects of reliability must be considered.
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Table 1.2: Traditional facets of validity 

Type of validity Test facet being measured Questions being asked

Face validity Compatibility with the What is the test’s face value? 
curriculum’s educational Does it match up with the 
philosophy. educational intentions?

Content validity The content of the Does the test include a 
curriculum. representative sample of the 

subject matter?
Construct validity The ability to differentiate Does the test differentiate at 

between groups with the level of ability expected 
known difference in ability of candidates at that stage in 
(beginners versus experts). training?

Predictive validity The ability to predict an Does the test predict future 
outcome in the future, performance and level of 
e.g. professional success competency? 
after graduation.

Consequential validity The educational Does the test produce 
consequence of the test. the desired educational 

outcome?



1 Inter-rater reliability: which correlates the consistency of rating of performance
across different examiners.

2 Inter-case reliability: which quantifies the consistency of performance of the
candidate across the cases.

The latter gives a measure of the extent context specificity has been addressed by
the assessment blueprint to ensure candidate performance is accurately rank
ordered. It is a quantifiable measure which can be expressed as a coefficient
either using Classical Test theory33 or Generalisability analysis.34,35 A perfectly
reproducible test would have a coefficient of 1.0, i.e 100% of the candidates
would achieve the same rank order on re-testing. In reality, tests are affected by
many sources of potential error such as examiner judgements, cases used, candi-
date nervousness and test conditions. High-stakes tests generally aim for a relia-
bility coefficient of greater than 0.8, whereas for more formative assessments
lower reliability scores are acceptable.

Sufficient testing time is essential to achieve adequate inter-case reliability. It is
becoming increasingly clear that, whatever the test format, test length is critical
to the reliability of any clinical competence test to ensure breadth of content sam-
pling.5,6 Increasing the number of judges over different cases improves reliability
but to a lesser extent. In an oral examination a sampling framework where a can-
didate is marked by a series of ten examiners each asking just one question pro-
duces a much more reliable test than one examiner asking a series of ten
questions.36,37 Examiners make judgements rapidly.38 The challenge now is to
introduce sample frameworks into workplace-based assessments of performance
which sample sufficiently to address issues of content specificity.

What are the practical issues of assessment design?
The practicalities of delivering assessments cannot be ignored. The ‘utility equa-
tion’ defined by Cees van der Vleuten provides an excellent framework for
assessment design.39 It acknowledges that the choice of tool and aspirations for
high validity and reliability are constrained by the restraints of feasibility, 
e.g. resources to deliver the tests and acceptability to the candidates, e.g. level of
examination fee. No test can score uniformly high on all five factors. Some trade
off is inevitable to ensure the purpose of the assessment is achieved.

The utility equation summarises the position.

utility = reliability × validity × feasibility × acceptability × educational impact

Assessor selection and training
In subsequent chapters the contrasting roles of assessors involved in formative
and summative processes across the spectrum of assessment will be explored.
These range from educational supervision to summative judgements of fitness to
progress in high-stakes examinations. Work from the Royal College of General
Practitioners emphasises the importance of selecting and training assessors.40 Just
as it cannot be assumed that any professional competent in their work can nec-
essarily teach, the same applies to assessment. Not all teachers can make clear
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judgements or rank order performance consistently. Selection and training of
assessors is essential to ensure they:

• have the skills
• understand the process of the assessment
• can address issues of equal opportunity.41,42

For those designing assessments the principles laid down by PMETB emphasise
the importance of all these steps in assessment design (see Box 1.3). Current revi-
sion of assessments by colleges and universities is in place to address these rec-
ommendations.

Selecting the most appropriate assessment methods
Assessing the apex of Miller’s pyramid, ‘the does’ is the international challenge
of this century for all involved in clinical competency testing. The ensuing chap-
ters will describe in detail progress across undergraduate and postgraduate assess-
ments in both primary and secondary care as we move to do this. Here we aim
to provide a brief overview appraising currently available assessment tools in the
light of the above principles of assessment design.

The assessment of ‘knows’ and ‘knows how’
Many examinations (undergraduate and postgraduate) focus on the pyramid
base: ‘knows’ (the straight factual recall of knowledge) and to a lesser extent on
the ‘knows how’ (the application of knowledge to problem solving and decision
making).

Tests of factual recall can take a variety of formats. Multiple-choice question
(MCQ) formats are universally the most widely used. Although time consuming
to set, these tests have high reliability, because they can easily address issues of
context specificity, i.e. a large number of items can be tested and marked within
a relatively short time frame. A variety of question formats exist. Increasingly
true/false MCQ formats are being replaced by single best answer and extended
matching questions using short and long menus of options.43,44 Some argue that
only ‘trivial’ knowledge can be tested. By giving options, candidates are cued to
respond and the active generation of knowledge is avoided. Although reliable,
criticism of the validity of the MCQ has stimulated much research into alterna-
tive options.

Essays and orals as tests of knowledge have lost popularity over the years. This
relates partly to reliability and partly to feasibility. It is difficult to produce highly
reliable assessments using either tool because of problems in standardising ques-
tions,37 inconsistency in marking45 and lack of sufficient testing time to address con-
text specificity. Undue pressure is placed on the examiner resource. Reliability can
be achieved using short answer written formats46 and also through more standard-
ised orals37 but both are resource intensive. Despite this, orals have remained pop-
ular in the UK, and other European countries on the grounds of validity. Many
argue that the ability to recall and synthesise information can best be judged in the
face-to-face encounter. Unfortunately, validity arguments in this case cannot easily
be reconciled with reliability issues. Increased structuring of orals may be a way for-
ward but, even then, attention to validity as well as reliability remains essential.47
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The ‘key feature’ test developed in Canada avoids cueing by allowing short
written ‘uncued’ answers to clinical scenarios and limiting the assessment of each
scenario only to key issues.48,49 This enables a large number of scenarios to be
covered within a feasible time limit. Using the MCQ format attempts at focusing
the content within the question formats using clinical scenarios or scientific
extracts for critical appraisal are proving successful. Computer simulations can
replace the written or verbal scenarios and, hopefully, with the development of
multi-media, can be used to raise the level of clinical testing.50,51,52 In the past the
simulations have been complicated. Dynamic and complex situations have been
created which require enormous resources rarely available at university or dean-
ery level. A focus on short simulations to produce the required breadth for tests,
which stimulate rather than cue responses, remains a challenge for those devel-
oping this test format.

The assessment of ‘shows how’ and ‘does’
The current trend in curriculum development towards competency-based curric-
ula1 has stimulated increased focus on methods for assessing performance in the
workplace at the ‘does’ rather than the ‘shows how’ level. Views on assessment
methodology are changing.5

Originally when the need to address content specificity became apparent there
was an international divergence in trends. North America was quick to abandon
long cases and orals favouring the knowledge tests described above which cov-
ered high content, were reliable and legally defensible. Elsewhere the move away
from traditional methods has been more gradual. Objective Structured Clinical
Examinations (OSCEs) are now globally well established and orals are used less
frequently.53

Traditional assessments: long and short cases and orals
These traditional methods stood to be challenged on the grounds of both authen-
ticity and unreliability. Long cases were often unobserved. Thus this method,
relying on the candidate’s presentation, represented an assessment of ‘knows how’
rather than ‘shows how’. Generally, only one long case and three or four short
cases were used and context specificity not was not adequately addressed.
Attempts have been made to improve the long case format; the Objective
Structured Long Examination Record (OSLER)54 and the Leicester Assessment
Package.55 Observation improves the validity of the long case.56 Decreasing the
length of time available to assess a case and allowing more cases to be assessed
within a given testing time may also be an option.

Although unlikely to ever reach feasibility for high stakes testing, a better
understanding of the psychometrics of these methods has reopened them to
modification for use in the workplace. The ‘mini-CEX’ format,57 introduced in
the USA, is essentially a modification of an observed long case in the clinical set-
ting. The method takes ‘snapshots’ of the integrated assessment by focusing on
one of a range of predetermined areas, e.g. observation of history taking, the
physical examination or the management of the case but not the entire process.
Furthermore it is emerging that less than ten cases may be enough for a reliable
judgement of clinical competency to be made.58
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The Objective Structured Clinical Examination (OSCE)
As a potential solution to the problems of adequate sampling and standardisation
of cases, the OSCE has gained increasing popularity on both sides of the
Atlantic.21 Candidates rotate through a series of stations based on clinical skills
applied in a range of contexts. The structured assessment which provides wide
sampling of cases, each with an independent examiner, improves reliability but
this examination format is expensive, labour intensive and a challenge to feasi-
bility. Validity may be lost at the expense of reliability as complex skills, requir-
ing an integrated professional judgement, become fragmented by the relatively
short station length (generally 5–10 minutes).3,59 Assessment of communication
skills and attitudinal behaviours can be included. Interestingly these skills are also
proving to be context specific and to have low generalisability across clinical con-
texts.60,61 OSCEs are also proving less objective than originally supposed. Scoring
against a checklist of items is not ideal.62 The global performance may reflect
more than the sum of the parts.3 Global ratings are increasingly used but neither
offer a true ‘gold standard’ of judging performance.63,64 Rater training is required
to ensure consistency and care has to be taken not to discriminate.42

The use of standardised patients versus real patients remains an area of inter-
est. Simulations are becoming the norm as it proves increasingly difficult to use
real patients.65 Extensive training to ensure reproducibility and consistency of
scenarios is carried out.66 Given the high reliabilities required of the North
American licensing tests, the high costs of training can be justified but, perhaps,
at the cost of validity. Performance in an OSCE is arguably not the same as per-
formance in real life.67

The assessment of ‘does’
The real challenge lies in the assessment of actual performance in practice, i.e. the
tip of the pyramid. Increasing attention is being placed on this in the postgradu-
ate assessment arena.8,24 Revalidation of a clinician’s fitness to practise and the
identification of poorly performing doctors are increasingly areas of public con-
cern.

Any attempt at assessment of performance has to balance the issues of validity
and reliability. Interestingly modifications of the more traditional methods are
now coming to the fore. Assessments of clinical competencies in the Foundation
Programme are workplace based. They incorporate adaptation of the observed
long case (mini-CEX), direct observation of procedures in the workplace (DOPs)
rather than in the OSCE2 and an ‘oral’ type case based discussion. There is a
swing away from the OSCE back to more traditional methods modified to address
the issue which led to their demise, i.e. context specificity.

Similarly most knowledge tests can be improved to test at the ‘knows how’
rather than ‘knows’ level but fail to assess higher up Bloom’s taxonomy at the
synthesis and evaluation level (see Figure 1.2 on page 15). Workplace assess-
ments, e.g. audit projects and portfolios may well prove the answer to assess-
ing a student’s ability to evaluate and synthesise knowledge in the workplace.
The use of the portfolio will form the subject of later chapters. Broadly defined
as a tool for gathering evidence and a vehicle for reflective practice, a wider
understanding is developing of the potential of portfolio use in assessment.
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What it adds in validity to formative assessment weighs against its reliability for
use in summative purposes.67,68 The ‘Learning Portfolio’ for the Foundation
programme provides an interesting example.2

Whether these methods can ever achieve more than medium stakes reliability
given the difficulties of standardising content and training assessors remains to be
seen. The ensuing chapters will cover these issues in more detail.

Summary
Further research into the format and reliability of workplace-based assessment
and the use of portfolio assessment is essential.69 In the past assessment formats
tended to focus too heavily on knowledge-based competencies. Assessment at
the apex of Miller’s pyramid, ‘the does’, is the international challenge of the 21st
century for all involved in clinical competence testing. In addition research is
needed on the assessment of attitudinal behaviours and how these inform the
development of medical professionalism. We need to understand much more
about the outcomes of assessment. Important tensions remain to be resolved
between educational aspirations to support students formatively and the public’s
aspirations to ensure doctors exiting from specialty training are reliably judged as
‘fit for purpose’. Many challenges face us. The ensuing chapters will extend and
highlight the debates surrounding the issues raised in this preliminary chapter.
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Chapter 2

Assessment in the undergraduate 
curriculum

Kamila Hawthorne

The control of the licensing power is the most important function of
the medical boards. Acting on behalf of the State, it is their duty to see
that all candidates for license are properly qualified. They stand as
guardians of the public and the profession, and here their responsibil-
ities are indeed great.

(Osler, 1885)

Introduction
When the general public are asked what they expect from their doctors, the usual
response is that they want a doctor who is competent and who listens to them.1

The concept of assessment of medical students in order to pronounce them safe and
fit to practise has come a long way since the time of Hippocrates and his dictum to
‘be of benefit and do no harm’. Undergraduate assessment is the prerequisite to
licensure, the basic qualification to practise a health profession. It is seen as a means
of checking that students have learnt the basics in terms of knowledge, skills and
attitudes in a broad range of general and specialty medicine to a pre-determined
level of proficiency, and that the public can feel protected by the transparency of
the process. The last few decades have seen a number of high profile cases in the
UK of practitioners who have not practised to the expected standard,2 who have
behaved unprofessionally, or without due regard to the expected ethical and com-
passionate standards of medical practice,3 or who have been downright fraudulent
or criminal in their activities.4 These cases have resulted in a number of wide rang-
ing reviews of the regulation of the medical profession, with increasing scrutiny of
the processes currently used to measure professional competence and behaviour
and its implications for public safety.

Previously acceptable cultures of self-regulation of the profession are slowly
becoming less and less palatable to the public, as the potential for misuse is illus-
trated by some of the cases above. Although much of this affects postgraduate
training and assessment, its effect also alters the way we see the beginnings of
medical training – in the medical schools themselves, and Osler’s statement 
to the 18th Annual Meeting of the Canadian Medical Association in 1885 is still
relevant today.5
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History of undergraduate assessment
Medicine has been first a guild activity and then a university subject since the
Middle Ages, when the concept of ‘competence’ became an explicit virtue. The
teaching of medicine at this stage was dominated by Arab and Greek medical
lore, and the rigour of the university setting provided scholastic standards, cen-
tred in learning and reading, rather than in research. Around this time legal reg-
ulation of the profession started, although licensure of physicians and surgeons
still differed greatly. The Royal College of Physicians began the process of self-reg-
ulation of the profession (1518), but it was only in 1858 that the Medical Act
required that a person proclaiming to be a physician had to demonstrate evidence
of appropriate qualifications from recognised educational institutions in order to
have their name entered on a national registry.6 The advent around this time of
the General Medical Council (GMC) in the UK  allowed the formal binding of
self-regulation and registration, with the GMC being given the statutory respon-
sibility of monitoring, advising and regulating medical education.

The role of the GMC in developing undergraduate 
assessment in Britain
While the GMC has a statutory responsibility to set and maintain the standards
of basic medical education (undergraduate education and the first year of regis-
tration), the day-to-day organisation of the curriculum is still left to individual
medical schools (Medical Act 1983). The Education Committee of the GMC issues
regular recommendations as guidance,7 with the principles of ‘Good Medical
Practice’ as the basis for medical education.8 It coordinates a quality assurance
process of regular visits to ensure standards are maintained. A new format for
monitoring the running and outcomes of medical schools began in 2004, with a
GMC visiting team of academic teachers and lay members. These visits consist of
detailed questionnaires on selection procedures for entry, the content of the med-
ical curriculum, monitoring and mentoring of students, and the undergraduate
assessment strategy, and require the provision of evidence of these activities to a
specified standard. Visits also include attendance and reporting on a selection of
assessments. The evidence collected is collated and reported in order to decide
whether or not to recommend recognition or renewed recognition of individual
UK Primary Medical Qualifications (PMQs) to the Privy Council (PMQ is the first
medical degree awarded by a UK medical school).

Since 1980, the GMC has been calling for a reduction in the factual overload
in medical teaching and an increase in the promotion of self-directed learning,
critical thought, communication skills with patients and other team members,
and development of professional behaviour and attitudes. The aim of these meas-
ures is to raise the standards of professional competence and enable medical
graduates to build successful relationships with patients and work effectively
with colleagues.9 It has also clearly stated the principles of assessment which
should be followed by medical schools (see Box 2.1). As a result, British medical
schools have taken up the challenge to change or adapt their courses and assess-
ment processes. As assessment drives learning,10 medical undergraduates in their
turn have been stimulated to adopt more adult-style learning behaviours leading
to preparation for the life-long learning ethos the GMC has been championing.
The next section of this chapter will describe these changes.
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Early forms of assessment in undergraduate medical
schools
Up until the last 20 years, medical undergraduate assessments consisted of a selec-
tion of multiple-choice papers, written essay-style or short-answer papers, long and
short clinical cases and oral (viva) examinations. They concentrated on medical
knowledge, clinical examination and diagnostic skills. Viva assessments were used
to explore understanding and decision making. This selection of assessments
tended to be unstructured and case specific (i.e. as candidates show a variance in
performance with different cases or problems, if only a few cases are presented dur-
ing an assessment, it gives a biased picture of the candidate’s ability). Clinical assess-
ments in particular depended on ‘luck’ – for example, an arbitrary selection of cases
that might not reflect what was commonly seen in the real world, getting a garru-
lous patient during an unsupervised ‘long case’, or an assessor who asked obscure
or awkward questions. There were no pre-determined marking schedules so mark-
ing could be quite unregulated. The reliability of these assessments (i.e. their abil-
ity to give a true picture of students’ abilities) and their validity in terms of assessing
the complexities of a real encounter with a patient was increasingly in question. In
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Box 2.1: GMC principles of assessment and student progress7

Assessment:

1 Schemes of assessment must support the curriculum and allow students
to prove they have achieved the curricular outcomes. Professional atti-
tudes and behaviour must also be assessed.

2 Student performance in both the core and student selected components
of the curriculum must be assessed and contribute to the overall result.

3 A range of assessment techniques should be used, as appropriate for the
curricular outcomes. Medical schools must be able to provide evidence
that the schemes are valid and reliable, and that they have processes for
setting standards and making decisions about student performance.

4 When students get close to graduating, their knowledge, skills, attitudes
and behaviour must be thoroughly assessed to determine their fitness to
practise.

5 Schemes of assessment must be open, fair and meet appropriate standards.

Student progress:

1 If students feel they have made a wrong career choice they should be
able to gain an alternative degree, or to transfer to another degree
course.

2 Only those who are fit to practise as doctors should be allowed to com-
plete the curriculum and gain provisional registration. Others should be
advised of alternative careers to follow.

3 There must be robust and fair procedures, including an appeals process,
to deal with students who are causing concern.

4 Students should be informed of these procedures so they understand
their rights and obligations.



addition, vivas were used to help decide if candidates with borderline results in
their written papers should pass. Clearly, using such an unreliable tool for a critical
decision is untenable, and these days this type of assessment is less important, with
more efforts instead on making the original test as reliable as possible so that there
is better confidence in the pass/fail mark.11 As with many types of examination, it
was not clear if these assessments were good measures of a student’s proficiency in
medicine, or an indication that he/she was good at passing examinations. This,
together with pressure from the GMC for more reliable and holistic assessments
that included measures of students’ communication skills and attitudes to a diver-
sity of patients and medical team working, has led to medical educationalists look-
ing for ways to standardise tests and to present them in more valid ways. Much of
the research on technical aspects of test development has occurred in the North
American context. This is possibly due to the pressure of litigation against licensing
institutions in these countries, resulting in the need to be able to defend assessment
decisions.12 However, there has been a global interest in assessment, with sharing
of ideas and information over the last couple of decades.13

Current assessment practices
The Miller pyramid model (also discussed earlier on page 13) is a simple and clear
method of looking at where a planned assessment might sit in the validity stakes
relating to real life performance (see Figure 2.1).14 The base of the triangle is the
basic ‘knowledge’ foundation, above it is the ‘knows how’, or applied knowledge
segment, and above this is the ‘shows how’ segment (hands-on demonstration of
the competency in vitro). The apex of the triangle is the ‘does’ area; the activity
the candidate will demonstrate in normal everyday practice. It is the part of the
pyramid the assessors are most interested in, but also the part most difficult to
test. The lower sections often serve as a proxy for the apex, to greater or lesser
degrees of success.
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Certain basic principles now underpin the planning and design of medical
assessments.

1 Assessment should be tailored to the learning outcomes and closely match the
curriculum.11

2 The breadth of test information required about a student’s fitness to practise
requires multidimensional assessment to measure it. Assessments need to be
designed to test specific areas of competence – for example, computer marked
multiple-choice questions (MCQs) are considered to be a good test of factual
knowledge, objective structured clinical examinations (OSCEs) test specific
practical clinical skills, and portfolio based assessments can test performance
in the workplace. The range of testing modalities can be selected (with their
strengths in mind) to be both complementary and to triangulate results.

3 Within each testing modality, the following aspects need to be considered:
– reliability is a measure of the consistency and accuracy with which a test

measures what it is supposed to. The test method is designed and standard-
ised as far as possible, to ensure reliability (see Box 2.2). Essay questions
have fairly low reliability (because it can be difficult standardising marking)
and low validity. Structured short-answer papers have higher validity
because more precise instructions can be given to candidates, and higher
reliability because more structured marking schedules can be designed.

– case specificity is avoided by making sure a range of contexts and testing
domains is included.

– the test carries face, content (i.e. a representative sample of the items it is
designed to test) and criterion validity (correlates with other accepted
assessment methods). The most basic evidence of validity of an assessment
comes from documenting the links between the content of the assessment
and the objectives of the curriculum it is designed to test. For example, are
the patient problems set relevant and important to the curriculum? Will the
stations assess skills that have been taught within the curriculum?

– the test is feasible, depending on the setting up preparations, cost, duration
of the test and numbers taking it. For example, an OSCE may be very good
at assessing essential clinical skills, but it can become a logistic nightmare to
find sufficient patients if a large number of students are being tested at one
time.

– the test is acceptable to those taking it – they consider it a fair test of their
abilities, in line with its design and purpose.

4 There should be a significant and properly managed formative element to all
assessments, so that strengths and weaknesses can be identified and fed back
to candidates. Formative feedback is a powerful tool in focusing student learn-
ing, and should be designed to lead to the correction of weaknesses.15

5 Summative assessment should be criterion referenced (i.e. marked against an
externally set standard), not norm referenced (scores ranked on a normal dis-
tribution and the pass mark adjusted to achieve a pre-determined pass rate).
The latter method, commonly used in the past, can result in a variation in
standards year on year (as year groups vary in their average ability), and does
not ensure that minimum standards are attained.

6 Checklists only result in scores, it is the judges who set the standards.16 A clear
and fair method of standard setting should be chosen for the assessment at the
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planning stage, and time needed for this activity. The modified Angoff
approach (see Box 2.3) is one of the methods suitable for clinical assessments
and takes place at the time of the assesment; while the Ebel method is often
used for knowledge based assessments. In this latter method, questions are
categorised according to their difficulty and appropriateness. The assessors
then estimate the percentage of items in each category that a borderline can-
didate is likely to answer correctly.

7 Assessment drives learning, and this should also be borne in mind when
designing the learning outcomes.10
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Box 2.2: Factors in clinical skills assessment that lead to lower
reliability

• Too few stations or too little testing time (case specificity)
• Checklists or items that do not discriminate (too easy or too hard)
• Unreliable patients or inconsistent role players
• Idiosyncratic examiners
• Administration problems

(Most improvement in reliability comes from increasing the number of
patients.)

Box 2.3: An example of standard setting in a clinical skills assess-
ment, using the modified Angoff approach

A reference group of markers for the assessment (the ‘judges’) are asked to
imagine the performance of a borderline candidate in that assessment.
Going through their marking checklist, each ‘judge’ decides what he/she
feels a borderline (just passing) candidate is likely to score for each item.
They discuss their ‘virtual’ score with each other, and resulting from this
discussion, may revise their predictions for each item score. This score
determines the pass mark for that station/question. The overall pass mark
is based on the combination of the station/question pass marks.

Assessment methods currently in use
Written assessments
Choosing the most appropriate type of written assessment is often difficult, and
issues of cost, time available to mark and feasibility also enter into the decision
to choose a particular method. Essay questions and short answer questions are
amongst the most widely used methods, but are time consuming and expensive
to mark properly, and of limited reliability. Reliability can be improved by setting
questions carefully, indicating how detailed an answer is required, and training
assessors to use a systematic marking schedule. However, over-emphasis can 
lead to a fragmentation and trivialisation of the question. Their advantages lie in
their flexibility of response – the candidate can show off their creativity and 
lateral thinking abilities.17 The issue of whether or not to double-mark papers 



(to increase the reliability of the mark, to protect the department from complaints
about unfair marking, or for assessor training) must also be considered.18

Adaptations of short answer questions are ‘key feature’ questions and
‘extended matching questions’19,20. The purpose of the former is to measure can-
didates’ problem-solving abilities, by describing a realistic scenario followed by a
series of questions requiring essential decision making. Although these have rea-
sonable validity and reliability, they are time consuming to produce and large
numbers need to be written as their case specificity lends itself to easy memori-
sation by students. Extended matching questions are easier to devise, and also
test applications of knowledge in problem solving situations. They consist of a list
of options in related areas and a series of questions whose answers are selected
from the options (see Box 2.4). Scoring can be relatively easily adapted to an
opscan method so that papers do not have to be marked by hand. However, it
takes practice to devise these types of questions, and some themes are difficult to
fit into this format.

True/false tests are quick to answer and can cover broad areas of knowledge.
The answers must be defensible (there is no room for ‘maybe’), and take time to
research and construct. Single, best option multiple-choice questions also have
the advantage of high reliability. Multiple true or false questions take these tests
a step further – now questions can be asked for which there is more than one
correct answer. Construction and scoring can be complicated, answers must 
be defensible, and there needs to be a balance of correct options and reasonable
distractors.
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Box 2.4: Examples of a key feature question and an extended
matching question for undergraduate medical students

Key feature question

Case:
You are a general practitioner, who saw a little girl this morning with a tem-
perature of 38.5 °C, a blotchy rash that blanches on pressure, and flu-like
symptoms. Her mother rings you later the same day during your evening sur-
gery to say that she appears listless, has not eaten or drunk and the rash you
observed earlier that day is still there. She is not sure if it blanches on pressure.

Which of the following is the best next step?

i) Ask the mother to give the girl another dose of paracetamol and call
back later if it is no better

ii) Prescribe amoxicillin for a presumed otitis media
iii)  Suggest she takes the child to the out-of-hours centre later that evening

if she is no better
iv) Arrange to see the child immediately

Extended matching question

Management of diabetes in the community:

a) Trial of diet control for 3 months
b) Start on twice daily insulin injections



Skills based assessments
As discussed previously, traditional long and short cases lack the basic require-
ments for validity and reliability, due to their variation in content from day to
day, and to case specificity. A wider sampling frame is provided by Objective
Structured Clinical Examinations (OSCEs), and variations on the theme.
OSCEs have been in practice for several decades, and are a flexible test format
based on a circuit of stations, each designed to get the candidate to demonstrate
a clinical or consulting skill.21,22 Standardised patients (lay people trained to
present clinical problems in a realistic and repeatable way) set the scene for
testing communication skills and manikins and models allow candidates to
demonstrate their proficiency in carrying out a practical task such as urinary
catheterisation or taking a blood sample. This makes it possible to test a wide
range of situations and skills that could not otherwise be tested in an objective,
standardised and repeatable way with real patients. Both clinicians and lay
markers can assess stations via a task specific checklist, or checklist and rating
scale.23 Marks can be awarded for demonstrating the correct process, assess-
ment of clinical findings and their interpretation, differential diagnoses, and the
attitude and behaviour of the student towards the patient. To ensure calibra-
tion and standardisation of marking, markers assess one station repeatedly for
the duration of the assessment.  Stations are easy to mark, and there is the
potential to include a formative element as immediate feedback on perform-
ance could be included in the test format. The method allows comparisons of
performance both within and between groups of students taking the same test.
Over a period of time OSCEs can be designed to increase in difficulty in a step-
wise progression, to assess the increasing ability of the student to deal with
complex situations and integrate consulting with clinical skills. Variations on
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c) Start on oral hypoglycaemics
d) Refer to hospital diabetes specialist
e) Do diabetes annual review
f) 3-monthly blood tests and review
g) 6-monthly blood tests and review
h) Refer to podiatrist
i) Refer to obstetrician
j) Refer to hospital diabetes specialist nurse
k) Refer to practice nurse
l) Do fasting blood sugar
m) Do haemoglobin A1c blood test

Select the most appropriate course of action for the following patients:

i) Woman, mid-20s, 14 weeks pregnant, found to have glycosuria on rou-
tine testing in GP ante-natal clinic

ii) Woman, mid-50s, BMI 30, just found to have fasting blood sugar
15 mmol/L, HbA1c 8.5%

iii) South Asian woman, mid-30s, complaining of fatigue, thirst and dry
mouth
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the OSCE theme include PACES (Practical Assessment of Clinical Examination
Skills), used by the Membership of the Royal College of Physicians, and
OSLERs (the Objective Structured Long Examination Record), a structured
presentation of an unobserved long case.

OSCE methodology has been criticised for its tendency to reduce clinical sce-
narios into fragmented checklists, making it less likely to assess the student’s abil-
ity to integrate clinical, communication and consulting skills.24,25 In addition, all
these assessments are expensive, administratively complex and time consuming
to design and set up (see Box 2.5), and feasibility can be compromised by the
numbers of students in year groups that need to be assessed. Their running can
be disruptive to hospital outpatient clinics – co-operation of NHS administration,
NHS and academic consultants and support from patients are vital. For example,
a 20-station OSCE for 240 Final Year medical students in Cardiff in 2005 closed
the outpatient department of a major hospital for three days, required 50 exam-
iners, 30 real patients and 20 simulated patients per session, and generated 4800
Opscan marksheets. 

Work-based assessments
Methods of work base assessments have developed along the assumption that
measuring what the candidate does in practice is a better reflection of their day-
to-day performance than an artificial test situation (the apex of Miller’s pyramid).
Initially this type of assessment was based on process measures and clinical out-
comes, such as numbers of patients seen and procedures undertaken, and mor-
bidity and mortality rates for clinical practitioners. The process is becoming more
sophisticated now, and includes personal development, attitudes, depth of under-
standing on a topic, team-working and communication skills. There are limita-
tions to this method for medical students, as they do not practise clinically
independently, but there is still scope to measure their performance by means of
portfolio course work, working diaries detailing cases, or projects undertaken and
reflective accounts of teaching and clinical situations witnessed. 

Portfolios can include a variety of different types of data, such as process infor-
mation, clinical outcomes, significant event analyses, diaries, case studies and
patient survey results. All of these are good training for students who are setting
out on a working lifetime of regular appraisal and ongoing personal develop-
ment. Again, there are issues of the time needed to read and mark written work,

Box 2.5: Summary of PMETB principles for assessment

1. Method must reflect the assessment’s intended purpose/content.
2. Reference assessment content to Good Medical Practice.
3. Ensure methods used to set standards are in the public domain.
4. Involve lay members in the assessment process.
5. Have mechanisms for giving students feedback on performance.
6. Use appropriate criteria for examiner training.
7. Use appropriate standardised documentation which is available nationally
8. Be sufficiently resourced



or to watch videos of consultations and comment upon them, and a judgement
in these cases can only be made on what has been recorded. The reliability of
marking written work can be increased by benchmarking material to be assessed
and by standardising the criteria by which they will be marked and compared. To
comply with Miller’s definition, observation of people at work needs to be rou-
tine or covert to exclude artificiality, but proxies such as ratings and peer reviews
by supervisors, peers and patients can be used. Whether such methods are robust
and comprehensive enough to cover problems of content specificity are not
known.

Applying and assessing adult learning techniques to 
undergraduate medical education
Children learn in a largely passive and teacher-led manner,26 which does not
engage the learner’s motivation to learn and apply what has been learnt to real
situations. Neither does it encourage students to develop the habits and tech-
niques of ongoing learning for themselves throughout their professional lives.
The GMC has strongly advocated ‘active’ or ‘deep’ learning, a process that
involves students in their own education, harnessing their interest and motiva-
tion, and allows them to integrate new knowledge and skills in a way that will
result in longer retention and better understanding.27

This has led to medical schools redefining their curriculum, reducing the quan-
tity of pedagogical teaching and increasing the proportion of student-directed
learning. It takes the form of self-selected written projects and assignments
throughout the medical course. Assessing these can be a challenge, because all
the caveats regarding reliability, validity, case specificity and feasibility discussed
earlier apply to these exercises. McMaster’s ‘triple jump’ test is devised to assess
students’ competence at self-directed learning, in which the method of learning
is as important as the learning itself.28 The first step requires the student to think
about a chosen ‘problem’ and after discussion to select further tasks to help learn
more about the problem. The following time of private study is the second step,
during which the student may make use of a variety of different sources or types
of information. The final step is the report back to the tutor, based on the learn-
ing gained by steps 1 and 2. The tutor provides feedback on the way the student
has approached and dealt with the ‘problem’. Team-working skills are encour-
aged by getting students to work on some pieces of work together, which are
then marked. Again, there are difficulties in assigning a mark to a group of stu-
dents without really knowing how much responsibility for that work has been
taken by the individual members.

What thinking is shaping the future of undergraduate
assessment?
Are assessments a good indicator of a student’s proficiency? Do they reliably indi-
cate that a medical student on graduation is safe to practise? How do you meas-
ure professional attitudes and behaviours, as promoted by the GMC?
Unfortunately the GMC does not give guidance on how to do this. Simulated
patients to test communication skills in OSCEs go part way to assessing behaviours
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in clinical settings but are limited by their artificiality. 360 degree peer review 
techniques and attitude and conduct rating forms completed by workplace based
tutors give an idea of the student’s day-to-day conduct with patients, peers and
other medical staff.29,30 There are few well-documented studies of instruments
that can be used to measure professionalism in formative or summative assess-
ment. Often published reports include no independent objective observation and
consist of self-reported behaviour and attitudes.31

The increasing specialisation of medicine and dramatic increases in student
numbers mean that many students cannot cover all specialties during their
undergraduate courses. This can lead to them ‘missing out’ on clinical teaching
in important areas such as breast disease, varicose veins, hernias and testicular
lumps. It is a common cause of complaint by students when they get such cases
in an assessment. The numbers of students now passing through teaching rota-
tions mean that they are less likely to be personally known to their teachers.
Students that may be a cause for concern are more difficult to identify in the
early stages, as they may only be present on a rotation for a short time, and may
be hidden by the numbers in the group. Teachers need clear guidance on what
to do about poorly performing students if they are identified – what indicators
might pick them up, how to handle the situation sensitively, and who the prob-
lem should be reported to. The curriculum needs to take these issues into account
in its design of teaching and assessment.

Postgraduate medical training is currently undergoing profound changes as a
result of the Modernising Medical Career project, with a push to standardise and
develop reliable well designed assessments mapped against the requirements of
‘Good Medical Practice’.8 Undergraduate schools meanwhile have no common
curriculum and contrasting educational approaches, with little evidence to show
that graduates of equivalent competency are produced regardless of the medical
school they attended.32,33 This has resulted in calls for a national competency
based curriculum for medical schools, and a national licensing process.34 Judging
by the emotive response to these ideas in the medical press, it seems unlikely that
such cornerstone changes will come from the medical schools themselves.35

What is undergraduate assessment likely to look like in
the future?
Undergraduate medical assessment is only the beginning of a student’s career.
Lifelong habits of learning to do one’s own needs assessment, knowing where to
find and critically appraise reliable information, and the motivation to keep up to
date, all need to be learnt and assessed at medical school. The increase in num-
bers of medical students is causing some pressure on medical schools to find suf-
ficient clinical teachers to teach and assess them, and sufficient clinical material
to teach them. This is driving the development of distance learning methods,
using computer-assisted learning packages, which allow students to work inter-
actively with self-learning programmes. Many of these programmes have an
assessment component that can be completed online, marked electronically and
provide instant feedback.36 In addition, they can deliver high quality images,
drawings and multi-media presentations in large numbers, increasing the testing
capacity beyond that of traditional paper-based tests. 



High fidelity electronic simulations are being developed, and best evidence 
suggests they facilitate learning under the right conditions. They give instant
feedback, for example on resuscitation exercises, and allow for repetitive practice.
The difficulty of the clinical presentation can be varied to suit the level of the stu-
dent, all within a controlled ‘safe’ environment.37

Undergraduate assessments should help focus learning during the course, in
identification of individual’s strengths and weaknesses (and provide opportuni-
ties for the latter to be improved), and ultimately give the public confidence in
the quality and performance of its doctors. In order to do this, there must be a
significant and managed formative element that delivers timely constructive
information to students, while the summative assessment must be criterion ref-
erenced. It is likely that continuous assessment will become more prominent in
medical courses, with more workplace based assessment. In addition to testing
knowledge, clinical and consulting skills should be tested, and attitudinal behav-
iour towards the diversity of patients likely to be encountered as well as to their
other colleagues in the health professions. Ethics, clinical governance and other
aspects of professionalism also need to be part of the learning and testing envi-
ronment. As demands increase for undergraduate assessments to be reliable
measurements of students’ abilities, with some predictive validity of their future
performance as doctors, they are likely to be subjected to even closer scrutiny by
outside licensing bodies, with greater roles for external clinical examiners and lay
representation on assessment panels.38
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Chapter 3

Assessment in the Foundation
Programme

Gareth Holsgrove and Helena Davies

Introduction
The Foundation Programme is a major reform of postgraduate medical educa-
tion, arising from the recommendations of Modernising Medical Careers (MMC) – the
next steps.1 The first cohort of Foundation students entered the Programme in
August 2005. The Programme will bring significant changes to the first two years
of postgraduate medical education and encourage the development of profes-
sionalism in a variety of specialties and settings. The curriculum for the
Foundation Programme, and for subsequent specialist training, must map to the
domains of Good Medical Practice.2 These are:

• good clinical care
• maintaining good medical practice
• teaching and training
• appraising and assessing
• communicating with patients
• working with colleagues
• probity
• health.

Therefore it is important that assessment also blueprints to these same domains
as well as to the Foundation curriculum.

In addition to covering the domains of Good Medical Practice (GMP), assessment
in the Foundation Programme focuses on performance (i.e. what the doctor actu-
ally does, day-in, day-out, in the workplace) in order to ensure that the mini-
mum standards for career progression have been met. Since a doctor’s
performance is demonstrated in the workplace, this is also the most obvious place
to assess it. Therefore, all the assessment in the Foundation Programme is work-
place based.

The Foundation Programme, and, hence, assessment within the Programme, will
not re-visit the undergraduate course but will build upon it. Assessment will be
grounded in relevant clinical content, particularly generic clinical competencies and
the ability to identify and respond appropriately to acutely ill patients. In order to
ensure that most doctors successfully complete the Programme, they will receive
focused, relevant and timely feedback and there will also be an ‘early warning’ sys-
tem. This will identify failure to participate, or to make appropriate progress, and
will trigger remedial action such as transfer to a different programme, or intensive
teaching and closer supervision.
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The design and delivery of the Foundation Programme is clearly important in
enabling these objectives to be achieved, and within that design the methods and
conduct of assessment are of fundamental importance. This is both to ensure that
doctors successfully completing the Programme (which is what the great majority
are expected to do) really have attained the requisite standards, and to ensure that
problems are identified early. However, we cannot be sure that standards have been
reached without having appropriate evidence, and problems cannot be corrected
unless they are first identified. The assessment strategy in the Foundation
Programme has been developed to ensure that both these purposes are fulfilled.
Moreover, since these criteria will remain important throughout training, it is likely
that the Foundation assessment methods will continue to play a significant role in
assessment throughout specialist training and continuing professional development.

The purpose of assessment
As noted in the introduction, the principal purposes of assessment in the
Foundation Programme are to ensure that the required standards are being
achieved and to identify any problems at an early stage. There are four essential
characteristics of an assessment system that are needed in order to achieve both
these objectives.

1 The focus must be on performance in the workplace.
2 The assessment must provide evidence of performance.
3 Evidence must be triangulated whenever possible.
4 Complete records must be kept.

A further stated purpose of the Foundation assessment programme is the provi-
sion of feedback in order to optimise the educational impact of the assessment
programme. 

Of course, the assessment methods themselves need to be appropriate for the
task, and assessment must be properly carried out. We shall return to these points
below. First, though, we should give a little more detail about the four character-
istics of performance, evidence, triangulation and record-keeping.

Performance
Traditionally, assessments in medical education have focused to a major extent
on high-stakes formal examinations, and these, in turn, have been predomi-
nantly concerned with the recall of factual knowledge. Unsurprisingly, candi-
dates preparing for such examinations have concentrated on learning lots of
facts. This is an example of consequential validity, which is the effect that assess-
ment has on learning and associated behaviour. Learning lots of facts, particularly
in relative isolation, is difficult and boring. The situation can be made even more
difficult and boring if the facts to be learned are obscure, trivial, or cannot be per-
ceived to be of any lasting importance to the learner. Unfortunately, it is not
unknown for many medical exams, even contemporary ones, to be open to crit-
icism along these lines.
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It is far more relevant to assess the application of knowledge, rather than simply
its recall – after all, knowing a lot of facts is not much use if you do not know what
to do with them. It is also more appropriate to make assessments in real-life situa-
tions, or realistic simulations of such situations, rather than in the artificial setting
of the examination hall. The famous illustration of the hierarchy of knowledge,
application, competence and performance is Miller’s pyramid (see Figure 3.1) which
shows how progressively higher levels of activity are developed from a foundation
of lower ones, with performance at the top of the pyramid. Satisfactory perform-
ance is dependent on acquisition of the lower levels of competence. If problems are
detected in assessments of performance, then diagnostic assessment of lower-level
components including knowledge might be necessary to pinpoint them. 
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Figure 3.1: Miller’s pyramid model.3

Evidence
In medicine it is extremely important to base decisions on evidence. This applies
not only to clinical decisions concerning the safe and appropriate management of
patients, but also to decisions regarding the performance and progress of stu-
dents. In fact, it goes beyond even this, to include the quality assurance of all
aspects of training and assessment.



The Postgraduate Medical Education and Training Board (PMETB), the UK
statutory authority for standards in training and assessment, requires that assess-
ments are reliable, valid, feasible, fair and defensible.4 In order to meet these
requirements, assessments must produce evidence of each doctor’s performance
and progress, whether satisfactory or not. Furthermore, those responsible for car-
rying out the assessments must be accountable for both the process and the find-
ings. Design of the Foundation Programme was informed by the PMETB principles. 

However, it is not enough simply to have good assessment methods – it is also
necessary to provide training for those who will be responsible for using them.
Training for assessment in the Foundation Programme was initiated with a series
of national Modernising Medical Careers workshops during 2004 and 2005, in
which both authors of this chapter were involved. These workshops have been
supplemented with local training events organised by deaneries and medical
royal colleges, and there are also written training materials and training CDs for
assessors and guidance notes for students.* 

Triangulation
An important principle when gathering evidence on which important decisions
are based is that, if possible, pieces of evidence should not exist in isolation.
Evidence of satisfactory (or, especially, unsatisfactory) performance should be
supported by additional evidence. If at all possible, this evidence should be pro-
duced at different times, under different circumstances, witnessed by different
people and gathered using different methods. This process, triangulation, is sup-
ported by the four assessment methods for Foundation because most aspects of
the curriculum are assessed by more than one method and by more than one
assessor, and all assessments are carried out several times. This means that a stu-
dent would not be put at a major disadvantage simply because they were having
a ‘bad day’ (which can happen in traditional formal exams). It also enables small
but persistent problems, which might be missed on a single assessment or on
which the trainee might be given the benefit of the doubt on a one-off assess-
ment, to be identified over time as issues that need to be addressed.

The principle of triangulation is now recognised as such an important issue in
the assessment of professional competence that in contemporary best-practice we
are moving away from a focus on individual assessment methods and towards
designing programmes of assessment. Nowhere is this better described than in
the excellent article by van der Vleuten and Schuwirth in which the authors
explain why assessment is no longer seen as a measurement problem, but as an
instructional design problem.5 ‘Assessment in medical education addresses com-
plex competencies and thus requires qualitative and quantitative information
from different sources as well as professional judgement. Adequate sampling
across judges, instruments and contexts can ensure both validity and reliability.’5

(p. 309) Although there is further development to be done and new methods yet
to be added to the assessment toolbox, the four assessment methods for the
Foundation Programme represent an important step towards achieving this. The
magnitude of this step can be judged by comparing assessment in the Foundation
Programme with that traditionally used in the undergraduate curriculum and in
typical Royal College Membership and Fellowship exams.

* Available on the MMC website www.mmc.nhs.uk
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Record-keeping
In the Foundation Programme, and, indeed, beyond, responsibility for arranging
assessments will fall mainly upon the students. They should be appropriately pre-
pared for this by the undergraduate curriculum because, since the inception in
1990 of the first undergraduate medical curriculum to follow the principles set
out in Tomorrow’s Doctors medical students have become increasingly active par-
ticipants in, rather than passive recipients of, learning and assessment.6

Throughout their training, doctors will not only be responsible for their own
learning and workplace based assessments, but they will also need to maintain
records of progress and attainment. At the end of specialist training, doctors
will apply to PMETB for a Certificate of Completion of Training (CCT) so that
they can be entered on the Specialist Register. PMETB will require evidence in
support of the CCT application, and it will be the student’s responsibility to pro-
vide this. The best way to do this is by maintaining a record of assessments
throughout training. This, in its turn, means that records should be complete
and properly organised. Therefore, it is very much in the student’s interest to
maintain good records of assessment and attainment right from the start of the
Foundation Programme.

Accurate and complete records are also very useful to mentors, educational
supervisors and the postgraduate deanery. Decisions about progress through the
curriculum, and any problems requiring particular attention, will be based on
proper records. Students must be clear that they have a responsibility to keep all
of their assessments and that failure to do so is a probity issue. An occasional
unfavourable assessment will not disadvantage a student. Indeed, if they can
demonstrate reflection and learning from this, perhaps by written comments on
the form itself this may be taken as evidence of critical self appraisal. A small
minority of students may wish to remove unfavourable assessments but these
are likely to be the ‘problem’ students. A common characteristic of these stu-
dents is that they often have complete lack of insight into their own poor per-
formance. 

Assessment in the Foundation Programme
Having considered the purpose and principles of assessment, we can now turn
our attention to the assessment methods used in the Foundation Programme.
Prior to the implementation of the Foundation Programme in 2005 it was recog-
nised that effective work-based assessment was essential to its success. A work-
ing party was established in early 2004 led by the London Deanery to plan and
then evaluate an assessment programme for the Foundation years. Design of the
programme was informed by available evidence and the stated purposes of the
programme. In addition to ensuring that the required standards are achieved and
identifying those students in difficulty, the programme was designed to utilise the
consequential validity of assessment positively. Since the majority of students will
be satisfactory, the assessments should generate feedback that will facilitate their
personal development in line with a quality improvement model. Furthermore
assessments need to be feasible in the range of specialties and clinical contexts
they cover. 
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The tools
Four assessment tools are being utilised currently for Foundation assessment.

1 Multi-source feedback(MSF); mini-PAT in most UK Deaneries – TAB in some.
2 Case-based discussion (CbD).
3 Mini-clinical evaluation exercise (mini-CEX).
4 Direct observation of procedural skills (DOPS).

Multi-source feedback (MSF)
Multi-source feedback is a means of assessment based on the collection and col-
lation of views from a range of sources, which may include colleagues and/or
patients.7–11 MSF has been used in a management setting for many years as part
of performance management and appraisal and is being increasingly utilised in a
healthcare setting. Alternative terminology for MSF includes peer assessment,
360 ° feedback and peer review. MSF has the advantage of describing the method
in a way that is universally understood and does not depend on contextual defi-
nitions – for example, of who constitutes a ‘peer’. There is evidence to support its
use within medicine from the USA, Canada and the UK. The first published work
supporting its use in this context came from Paul Ramsey,12 who concluded that
11 raters were needed to achieve acceptable reliability (using Generalisability
theory13,14,15). Factor analyses suggested two broad categories: humanistic/psy-
chosocial and clinical management/cognitive skills. Importantly, scores were not
significantly biased by who was responsible for selection of raters or the relation-
ship of the raters to the doctor undergoing assessment. Subsequently a consider-
able body of work on MSF has been undertaken in Canada and more recently in
the UK.7,16–21 For the Foundation programme the majority of deaneries is cur-
rently utilising mini-PAT. This is an MSF tool mapped to Good Medical Practice and
derived from the Sheffield Peer Review Assessment Tool (SPRAT).7,19 It consists
of 15 questions and a global rating scale across the five key domains of GMP with
an additional yes/no question in relation to concerns about health and probity
(www.hCAT.nhs.uk, www.mmc.nhs.uk). There are separate cohorts for F1 and
F2, and trainees nominate eight raters for each round of mini-PAT. They are also
required to complete a self-rating. Initially mini-PAT was managed as a paper
based, centrally coordinated system with feedback provided showing a self-rating
for each question, compared with the mean for their assessors and a cohort of
peers. Analysis can be done electronically and the report is fed back face-to-face
by their supervisor. Web-based completion is being piloted in early 2006. Other
MSF tools in use include Team Assessment of Behaviours (TAB).20 TAB is a 360 °

tool developed by the West Midlands Deanery and consists of four questions
aimed to identify concerns/problems in relation to a student’s attitude and/or
behaviour in relation to the four areas covered by the questions (maintaining
trust/professional relationships with patients, verbal communication skills, team
working and accessibility).

Case-based discussion (CbD)
Case-based discussion is a structured discussion of an actual case seen by a stu-
dent.22–6 The discussion arises from an entry in the notes made by the student
and aims to explore the thinking that underpinned that entry. For example,
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prompts might include: what did they think was wrong; how did they think the
investigations they did might help them sort the patient’s problem out; did they
consider the ethical issues surrounding the case? The particular strength of CbD
lies in the ability to explore clinical reasoning. However, it should not be a viva-
type interaction exploring the student’s knowledge of the clinical problem.
Students are asked to bring along two or three sets of notes to discuss with an
assessor who then selects one for discussion and assessment. Work using CbD in
the USA (where it is known as chart stimulated recall, CSR) as part of recertifi-
cation of practising doctors showed the scores were highly correlated with per-
formance in an exam using standardised patients, and CbD scores distinguished
between doctors who had been ‘referred’ because of concerns and those about
whom there were no concerns.27 CbD has also been extensively used by the GMC
as part of its performance procedures28 and is utilised by the National Clinical
Assessment Service (NCAS). The CbD tool for the Foundation programme is spe-
cific for this purpose but builds on previous methods.

Mini-clinical evaluation exercise (mini-CEX)
Mini-CEX was developed initially by the American Board of Internal Medicine
(ABIM) and has been used in a range of settings both in a postgraduate and
undergraduate context.22–26,29,30 Available evidence suggests that 4–6 interactions
are required for satisfactory reproducibility. Support for validity has been pro-
vided by demonstration of an increase in ratings over a year of training,24 corre-
lation with SP scores,23 and correlations with other methods of assessment.26

Holmboe demonstrated that using scripted tapes, faculty were able to distinguish
between unsatisfactory, satisfactory and superior performance.29 The Foundation
mini-CEX is an ‘anglicised’ (with permission) version of the ABIM tool. 

Direct observation of procedural skills (DOPS)
Direct observation of procedural skills is a tool developed by the Royal College of
Physicians (RCP) for the assessment of procedural skills. It is similar to mini-CEX
except that the focus is on technical rather than communication/clinical judge-
ment skills. The theory underpinning DOPS is derived from other observational
methods of assessing technical skills such as the objective structured assessment
of technical skills (OSATS).31–5 The RCP has developed both a generic version of
DOPS and a procedure-specific DOPS. For Foundation assessment a generic ver-
sion is used. 

Practical considerations
All four tools utilise a six-point rating scale where ‘4’ is satisfactory (‘meets expec-
tations for completion of F1 (or F2 as appropriate)’. ‘1’ and ‘2’ represent ‘below
expectations for completion of F1 (or F2)’, ‘5’ and ‘6’ are ‘above expectations’ and
‘3’ is ‘borderline’. Based on available evidence in relation to reliability students are
asked to submit six each of mini-CEX, CbD and DOPS during the year. Since the
two biggest threats to reliability for all clinical assessments are clinical content
(content specificity) and variation between assessors, students are asked to sample
as widely as possible across assessors and clinical problems. Ideally they would
have a different assessor and a different clinical problem category for each of their
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six assessments with each tool. Using different assessors also spreads the assess-
ment load, which improves feasibility. Utilising a range of assessors including, for
example, specialist registrars as well as consultants, and nursing staff and other
healthcare professionals where appropriate, will also spread the assessor load. 

For most deaneries, mini-PAT is being centrally managed and CbD, mini-CEX
and DOPS undertaken using triplicate pads with a copy being submitted centrally
for scanning, a copy kept by the student and a copy provided for their educa-
tional supervisor. Students are provided with an assessment profile at the end of
the year that will be used to inform their end of year ‘sign-off’. 

Feedback for students
One of the key design considerations for the Foundation Programme was the
importance of maximising feedback for all students. All four tools are designed to
help in identifying areas of strength and also developmental needs. This does not
of course guarantee that individual assessors will do so – or that if they do, a stu-
dent’s development needs will be fed back constructively and linked in with per-
sonal development planning – though this, of course, is the intention.

Training in feedback skills and objective setting is an important and ongoing
need for educational supervisors. It is of particular importance because there is
evidence that while focused specific feedback can be a powerful stimulus for
development, feedback that identifies problems but is not specific or credible may
do more harm than good.21,36–8 There is evidence, particularly from the organisa-
tional psychology literature, of the benefit of face-to-face feedback with the
opportunity for discussion. This is especially important where the feedback con-
tains elements which the individual may find difficult.

Feedback for mini-CEX, CbD and DOPS is provided at the time of the
encounter, and this is an important positive characteristic of each of these tools. 

For mini-PAT, the collated feedback is made available electronically to local
administrators for distribution to educational supervisors. The recommendation
is that the supervisor should feed this back to the trainee in a face-to-face meet-
ing, with the opportunity for further follow-up meetings if necessary. 

Quality assurance
The Foundation Programme has been planned with careful attention to the pur-
poses of the programme and the available evidence in relation to work-based
assessment, including evidence to support reliability and validity. Factors such as
feasibility, educational impact and feedback were also important considerations.
However, all assessment processes require quality assurance (QA). This is not a
one-off process, but one that should be ongoing and iterative. All postgraduate
assessment programmes in medical education should have regular QA undertaken
against the principles set out by the PMETB.4 Centralised implementation and data
collection will greatly facilitate this. As well as evaluation of reliability and valid-
ity, identification of possible systematic sources of bias is important to ensure the
fairness of the programme. Evaluation should include qualitative as well as 
quantitative aspects. It is likely that the Foundation assessment programme will
evolve over the years with refinement of the tools and improvements in their
associated training, as well as the introduction of appropriate additional methods
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(for example, the current programme does not include any assessments under-
taken by patients). It is also clear that some of the assessment tools may need
modification for specialties such as pathology, psychiatry and public health. 

Prior to national implementation of foundation programmes in August 2005, a
number of deaneries ran foundation pilots. Evaluation of the assessment meth-
ods for several hundred students in foundation pilots between January and July
2005 was funded by the Department of Health and will be reported during 2006.
Detailed QA for approximately 5000 students in foundation posts which began in
August 2005 is currently being undertaken at the time of writing (early 2006). 

How do we know if students are in difficulty?
A student may be identified as being in difficulty through the assessment pro-
gramme by a number of means. MSF may highlight problems that supervisors
were previously aware of, or identify new problems. These concerns may relate
to globally poor performance or to concerns in a limited area of practice such as
communication with colleagues. ‘Flags’ which are aimed at picking up concerns
at an early stage, either because the total aggregate score is low or because par-
ticularly worrying words have been included in the free text (e.g. dangerous,
serious) are being implemented as part of the management of mini-PAT. For the
other tools, assessors will know if they have particular concerns about an indi-
vidual interaction and should feed this back both to the student and their educa-
tional supervisor. The educational supervisor should review the student’s
portfolio and assessments on a regular basis. A student’s failure to engage in the
process will be an important means of identifying that they might not be pro-
gressing satisfactorily. Central data management allows regular reports on partic-
ipation on a trust or deanery basis to be provided. 

Where a student is identified as potentially being in difficulty it is likely that
further diagnostic work will be needed to explore the concerns and clarify how
best to address them. Where any concerns are raised the usual deanery mecha-
nisms for students in difficulty would operate. 

Robust evaluation of the effectiveness of the assessment tools should include
longitudinal follow-up of the students in order to examine predictive validity, an
area in need of research.

The future
Selection into specialty training is currently under review. In order to be eligible
to participate in selection, students will need to have satisfactorily completed
their required assessments. However, it is important to remember that the assess-
ment process was not designed to rank students and should not be used for this
purpose.  Whether or not it may be possible to band students in the future on the
basis of their performance in the assessment programme is under discussion. 

Given the huge number of assessments being undertaken, continual review of
the processes and improvements in efficiency wherever possible are essential. An
important future development is likely to be the use of electronic records of
assessment. Online MSF would reduce the data administration load and stream-
line the process. Online pilots of mini-PAT are being undertaken for the second
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round of mini-PAT in 2006. CbD also lends itself well to web-based completion
as it is undertaken in a planned way and a computer could be made available. 

Careful planning informed the current Foundation Programme and both the
initial pilot and the first year of its implementation are being evaluated. However,
ongoing evaluation and QA is essential and it is likely that the foundation assess-
ment process will evolve over time in response to this. This may include the use
of additional tools such as patient assessment but could also include reducing the
assessment load if it is demonstrated that reproducible, valid judgements about a
student can be made with fewer assessments. This is most likely to be the case for
students who are making satisfactory progress – those in difficulty will probably
continue to require a more thorough assessment programme.
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Chapter 4

Record of in-training assessments
(RITAs)

Anand Mehta, Kevin Kelleher and Colin Stern

Reforms to the Specialist Registrar Grade
The changes to the Specialist Registrar grade introduced in 1995/6, generally
know as the CALMAN (Curriculum Appraisal Length of training Management of
training Assessment National standards) reforms, were the UK’s response to the
requirements laid down by the European Specialist Order of 1978. The Order
placed a minimum time limit of 4 years of Higher Specialist Training in order to
achieve a Certificate of Completion of Specialist Training (CCST) and was
intended to harmonise the framework of such training across Europe.1

In Britain this was eventually seen as an opportunity to improve the quality of
the training that was being delivered and, at the same time, to collect better evi-
dence that not only was training being delivered, but that it was being delivered
effectively.

Collaboration was established between the royal colleges and faculties on the one
hand and the postgraduate deaneries on the other, working together in the newly
formed specialist training committees (STCs). The colleges and faculties set the cur-
ricula and the standards that should be met by trainers and by students. The royal
colleges established various committees such as the Joint Committee for Higher
Medical Training (JCHMT), Joint Committee for Higher Surgical Training (JCHST)
and Joint Committee for Post-Graduate General Practice Training (JCPGPT) to
enable implementation of such curricula.2 Their role has now been subsumed into
Post-Graduate Medical Education and Training Board.3

The RITA process
All students who enter into Higher Specialist Training (HST) undergo a series of
work-based assessments with their educational supervisors, who also provide an
annual report on the student’s performance. All students in the SpR grade,
including LATs, FTTAs and flexible students should expect to attend a RITA panel
on an annual basis. The RITA process is governed by the guidelines laid out in
sections 11, 12 and 13 of the Guide to Specialist Registrar Training.4 Assessments are
documented and reviewed, usually annually, by RITA panels commissioned by
the postgraduate dean (PGD). Each panel includes representatives of the PGD,
the Regional Specialty Training Committees, the Specialty Advisory Committee
(SAC) and/or the colleges. The panel will review in detail the Training Record,
will explore with the student the depth of experience and understanding on
which it has been based and consider individual trainer reports. The main 
functions of the RITA panel are:
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• to ensure the students have had appraisal and feedback from their educational
supervisor

• to review the accuracy of the proposed CCST date
• to check the completeness of the student’s record/log book
• to plan the next year of training
• to provide careers advice 
• to review the quality of the training posts.

The penultimate year assessment (PYA) is somewhat different from RITA panels
in other years to ensure evenness of standards and impartiality and in order to
meet the rigorous demands of the PMETB. The RITA assessments held in the
penultimate year are conducted by panels that include an external assessor,
and/or specialty representatives selected by the SAC, who have had no involve-
ment in the training of those being assessed. The PYA focuses mainly on the
Training Record and on the individual reports and assessment forms that it con-
tains or which may be developed.

On the basis of the documentation, augmented by direct enquiry, the panel must
satisfy itself that the requirements of training as set out in the specialty curriculum
have been met so far. They will provide the opportunity to review the training pro-
grammes of the specialty or specialties in the region in which the assessments are
being carried out. Such importance is attached to the assessment role; all those who
assume it undertake a course of training in assessment techniques. 

There is a tendency to use the terms annual assessment, annual review and
RITA rather loosely and sometimes synonymously, which has the potential for
confusion. The RITA is not an assessment; it is merely a record of assessment
results.5 The postgraduate deaneries manage the education and act as the audi-
tors of the quality of education that is delivered locally.6

Figure 4.1 shows the processes used to manage higher specialist trainee (HST)
in medicine and Box 4.1 shows the types of forms used to record the outcome of
the RITA process.

It is a guiding principle that training, appraisal and assessment should be sup-
ported and carried out locally, in the workplace, by the named educational super-
visor and their teams. Colleges and their affiliates have developed programmes
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Box 4.1: Forms used to record the outcome of the RITA process

A – core information on the student 
B – changes to core information 
C – record of satisfactory progress within the specialist registrar grade 
D – recommendation for targeted training (stage 1 of ‘required additional

training’) 
E – recommendation for intensified supervision or repeated experience

(stage 2 of ‘required additional training’) 
F – record of experience outside training programme 
G – final record of satisfactory progress

A copy of the RITA form is forwarded to the college with another copy
retained at the deanery.



over recent years to enable educational supervisors to train and educate them-
selves for the role.7–10 Examples include the Royal College of Physicians
‘Physicians as Educators’ series11 and the Royal College of Paediatrics Appraisal
and Assessment package.12 Each college has recommended the qualities and skills
that should be developed through appraisal and most have designed documenta-
tion that should be completed at assessment.13,14 These documents are sent to the

54 Assessment in Medical Education and Training

Figure 4.1: Processes used to manage higher specialist trainee (HST) in medicine.
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programme directors and, for some specialties, chairs of a panel specifically to
review the most recent period of training.

The application of the RITA process has undergone a series of metamorphoses
that vary according to the specialty. Where there is a strong and experienced
team of local educational supervisors, the process has followed the recom-
mended model. Where there is a greater variety of local educational standards
and experience and especially where the development of craft skills are key
drivers, RITA panels have developed methods of working in which a degree of
trainee assessment is made.15,16 The general view is that this is not appropriate,
because consultants whose contact with the student is occasional and with
whom they do not normally work are not in a position to assess them. However,
skill-station assessments, in which specialist tasks are undertaken and rated
against a validated scale, are a regular responsibility of some RITA panels.18

Some specialty groups have considered including assessments in a patient or
scenario simulator because of proven validity.19 This is an area which will
expand to inform the RITA process in future and is being piloted in Foundation
Programmes in London Deanery.

Current reliability of workplace assessment 
The degree of reliability of workplace assessments is a continuing weakness of the
present system.20,21 There are two main reasons for this. First, in general, few
educational supervisors have been trained in the standardised evaluation of the
clinical skills of their specialist registrars. Second, the ways in which records of
skills evaluations have been recorded have not been designed to lead to the
development of criterion referencing.

There is a significant difference between craft specialties and those that have a
primarily medical and counselling style. There is greater scope for criterion refer-
encing for craft specialties, whereas the establishment of an agreed standard for
the other specialties, and for those generic skills of a similar type, is more 
difficult, because of the subjective nature of such assessments.22 In non-craft spe-
cialties educational supervisors ‘sign-up’ a student as competent in a range of
tasks after an arbitrary period of time during which they may have undertaken
an arbitrary number of procedures. Until now there has been no robust mecha-
nism for formal assessment and poor performance was variably recognised and
unreliably addressed.17 When one examines various specialty curricula, scoring
systems for assessing attributes can vary.

On the other hand, it has been accepted that the opinion of an experienced
consultant on the performance of an individual student has authority, particu-
larly when the performance is satisfactory. However, although an experienced
consultant is also a reliable source of evidence on the poor performance of a doc-
tor, there is a risk that, for a minority, such an adverse evaluation may be based
upon a brief period of under-achievement secondary to a temporary outside
influence, such as illness or personal stress.23 Doctors challenge such adverse sub-
jective opinions often successfully. Data available from the JCHMT, for example,
shows that issuing of RITA D or E grades is low indicating the vast majority of
doctors make satisfactory progress.41 This is hardly surprising given the paucity of
validated evidence.24



Range of current methods
Most evaluation forms list a number of clinical, management, communication
and academic skills based on relevant curricula and aligned to the General
Medical Council’s Good Medical Practice25 and ask the educational supervisor to
grade the student as satisfactory or less than satisfactory.26 Some systems include
grades above and below these two, but the lowest grade is rarely employed and
the higher ones only occasionally.27 Each grade may be given a typical descriptor,
to assist the assessor in selecting one. A paradigm of this system is used for much
of nurse training, but here the descriptors are criterion referenced and this allows
for much greater inter-observer consistency.

In an increasing number of specialties, objective structured skills assessment sys-
tems have been developed, notably in general surgery and cardio-thoracic surgery.
These assessments employ the technical developments in clinical modelling to set a
standardised practical skills task, such as repairing a piece of simulated small bowel.
Repeated evaluations made of students at different stages of their training has per-
mitted the developers of these systems to describe levels of performance. First, that
have medians and standardised variances and, second, that map accurately to the
standard expected from a student at a particular stage of training. However, it is a
challenge to maintain standards as there are constant additions made to curricula.
It is rarely clear how the attainment of such defined skills should be measured.

The recent introduction of the Foundation Programme for doctors in their first
two years of postgraduate training includes formal evaluations of their skills and of
their performance.26,28 The tools that have been chosen with which to make these
assessments are the mini-Case Examination (mini-CEX); Case-Based Discussions
(CbDs); Directly Observed Procedural Skills (DOPS); and the mini-Peer Assessment
Tool (mini-PAT). While, at present, there are no data available from these assess-
ments to permit one to claim that they are valid, reliable and reproducible, the
accumulation of reports of these assessments may be expected to allow such claims
to be made in the future.10,29 Some of these assessment tools have been piloted by
the JCHMT for Medical Specialty SpRs in 2003–04. This study showed the meth-
ods were feasible, reliable and valid for use in the workplace for the assessment of
SpRs and by extrapolation could be used to assess all grades of doctors in training.30

A number of these assessments sampling over a wide range of a doctor’s practice
should help build up a representative picture of the quality of a doctor’s overall
practice. These methods are to be rolled out for use in 2005. A Knowledge Based
Assessment (KBA) is also being developed in the ‘Best of Five’ MCQ format for
introduction in 2006. The fundamental importance of the introduction of such
methods cannot be overestimated.17 It is the evidential basis of performance assess-
ments that is lacking at present from British postgraduate medical education and
the introduction of these methods offers the possibility of providing the evidence of
performance that is needed.31,32

The introduction of continuum training
Foundation programmes mark the beginning of the second and final phase of the
reform of postgraduate medical training in the UK. August 2007 will mark the
introduction of continuum training and, during the succeeding years, the Specialist
Registrar grade will disappear as a discrete post. Instead, postgraduate education
from the second Senior House Officer year to the completion of training will be
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continuous. Within this continuum, evaluations of each student’s performance will
build upon those achievements recorded in their portfolios, so that, when they are
judged to have reached the point at which they should receive a Certificate of the
Completion of Specialist Training (CCST), the portfolio will contain unambiguous
evidence that justifies the issuing of a CCST.

Ipso facto, it is imperative that appropriate adaptations of the mini-CEX, mini-
CbD, DOPS and mini-PAT are made that permit appropriate benchmarking of a
student at each stage of their training, so that their progress may be charted. 

Further, students are often uncertain about the choice of an appropriate sub-
specialty and evaluations of performance at specific clinical tasks could provide
useful information about aptitude and facilitate subspecialty selection.
Assessments at later stages of training should require increasing amounts of inde-
pendent performance and of clinical responsibility culminating in a level that
equates within those of a consultant.

It is an issue of current debate as to whether national assessment centres will
be developed to deliver a strategy that will produce reliability and economies of
scale into the assessment arena. The experiences of the health authority, the
National Clinical Assessment Service (NCAS) formerly known as the National
Clinical Assessment Authority (NCAA), will inform this decision. 

It is a mistake to imagine that the award of a CCT marks the end of medical edu-
cation. The impact of the European Working Time Directive has been to reduce
the opportunities for clinical contact and practice.33,34,35 Consequently, consultants
at appointment have very much less experience than their predecessors at the
same stage of their careers and, while they are competent, they have had less
chance to become skilful. The strength of appointment to a Senior Registrar post
was to perform as a quasi-consultant, while remaining under the support and
supervision of an established consultant. In the future, newly appointed consult-
ants will have the support and supervision of a senior colleague in a comparable
manner. It seems sensible that the same assessments methods should become part
of the portfolio that is submitted for the Continuous Professional Development
(CPD) of consultants, so that skills development can be mapped against outcome
and used as an integral part of job planning.

Future of the RITA process
There are likely to be three improvements to the appraisal and assessment pro-
cedures for doctors achieving their CCT via continuum training.36 They may be
listed broadly under the headings of training, evidence and validation. The changes
will require some modification of the monitoring of training that occurs in the
RITA process.

Training
General practice has led the way in the care that has been taken in training doc-
tors as primary care physicians. The assessment and certification of primary care
physicians as ‘trainers’ is a model for the way in which we should ensure that
those consultants charged with the responsibility of training the consultants of
the future have the skills and abilities to do the job.37 Another example from pri-
mary care is the way in which training is seen as work that requires both time
and recompense. The introduction of the new consultant contract provides the
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opportunity to designate a specific number of programmed activities (PAs) as an
integral part of the job planning process.

In an attempt to assure the quality of educational supervision for the
Foundation Programme, the London Deanery rolled out a training programme in
‘Educational Supervision for the Foundation Programme’. This included some
practical experience in the use of assessment tools, such as the mini-CEX and
CbDs. Development of a series of training programmes, designed to assure that
the standards of educational supervision are as similar as possible with respect to
all trainers, would lay the basis for training consistency and reliability.38

Evidence
The adoption of the assessment tools already described, in parallel with a refine-
ment of the assessment records used by most specialties, will provide evidence of
two kinds. First, evidence of competence as shown by the mini-CEX, CbD and
DOPS. Second, evidence of performance as demonstrated by mini-PAT and the
summary assessment forms presently in use, but with some refinement. The lat-
ter is important, because it reflects a considered evaluation of the student’s
accomplishments in workplace clinical situations.

The portfolio, complete for each student on the award of the CCT, should
continue to grow as additional skills are acquired.

Validation
Validation is a regular process employed by the General Medical Council to assure
that doctors remain fit to practise. In this context it refers to the need to validate
that the methods employed to assure that students are competent are valid.39

Assessments of the competence and performance of students are carried out
across a wide variation of training environments and by many assessors.
Ultimately, one would wish to be able to demonstrate that the standards of train-
ing and assessment are the same for every doctor in training. This is not possible
at present. It is apparent that using the methods and comparison already
described and by collecting these data, eventually one will be able to define the
tolerances of the system and to validate the methods used.40

Once this point has been reached, the performance criteria that need to be
achieved by a student in a given specialty at a particular stage of training will 
be more precisely defined and the achievement of a CCT could be said to be cri-
terion referenced. Undoubtedly the accumulated evidence presented and quality
assured by the RITA process will be a method for the revalidation for doctors in
training.

Specialty training committees (STCs)
Currently, the specialty training committees (STCs) that review the performance
of those students in a local programme do so annually. RITAs on individual stu-
dents take place more frequently only when there have been problems.

Some specialties have slimmed down the process so that, for the majority of stu-
dents, it is a paper exercise, when the RITA panel examines and accepts standard
documentation that confirms that the student has achieved the training objectives
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that were set at the start of the training year. Separate face-to-face meetings with
students experiencing difficulty in achieving their objectives are arranged. As
there are always only a few such learners, more time can be spent with them, in
order to consider their difficulties and plan appropriate further placements.

STCs will take responsibility for managing doctors in training for the whole of
continuum training from foundation schools. It is likely that the relationship
between the royal colleges and the STCs will become closer. It is vital that the
partnership between the royal colleges, who set the curriculum and approve
training posts, and the postgraduate deaneries, who act as the guarantors of qual-
ity control for training is strengthened.

The ideal RITA model is one that requires face-to-face meetings with only
those students who are making less than satisfactory progress. However, the sig-
nificant increase in evidence of competence will lead to ever-larger portfolios. It
would be easier for students to bring them for review than to mail them. This
makes the development of on line documentation to support training very
important. Not only would access to the training record by the RITA panel be
facilitated, but standardisation and early warning of training problems also.

Conclusion
The public need to be confident that the award of a CCT indicates that a doctor
has completed training to a satisfactory and agreed standard. The profession has
a duty to ensure that each doctor’s portfolio contains unequivocal evidence of
this and to develop a training structure that supports the doctor in completing his
or her training. By building upon the methods for the assessment of competence
introduced for the Foundation Programme and improving the consistency of the
RITA process, continuum training can meet these demands and assure the skills
and ability of the specialists of the future.
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Chapter 5

Assessment for recruitment

Fiona Patterson and Pat Lane

Introduction 
Selecting the wrong doctor for the job could have serious consequences; the poten-
tial costs (both human and financial) are substantial. In the UK, the Modernising
Medical Careers (MMC) change programme has placed more emphasis on deliver-
ing robust methods for assessing and developing doctors throughout the career
life-cycle. Similarly, the recently published PMETB Principles of Assessment have
accelerated the need for fair and transparent selection processes.1 In this chapter,
we describe the key concepts associated with competency-based selection and the
academic literature. The application of best practice is demonstrated through a case
study showing how a selection system was developed and validated for doctors
applying for training in general practice. 

The selection process 
Figure 5.1 summarises the key stages in the selection process. A thorough job
analysis is the foundation to an effective selection process and is used to guide
choice of selection methods. The outputs from a job analysis should detail the tasks
and responsibilities in the target job and also provide information about the partic-
ular behavioural characteristics required of the job holder.1 The analysis will pro-
vide an inclusive description of the job-relevant knowledge, skills, abilities and
attitudes that are associated with competent job performance.

The next stage in the process is to identify selection tools (e.g. work simulation
exercises, interviews, application forms) that can be used to examine whether
candidates display the required characteristics or not. These tools are then used
to assess candidates and selection decisions are taken. Conducting empirical val-
idation studies allows the quality of the selection process to be monitored. Best
practice selection is an iterative process, where the selection system evolves over
the course of time. Specifically, evaluation information can help inform improve-
ments such as updating the selection criteria targeted. 

Key concepts 
When choosing the assessment method(s) it is important to make sure that the
assessment method is accurate (reliable), relevant (valid), objective, standardised,
administered by trained professional(s), and monitored. Evaluation of the system is
essential to ensure that selection tools are also fair, defensible, cost-effective and feasible.
Feedback is used to continually improve the selection system to enhance accuracy
and fairness. Further, there are legal reasons for ensuring accurate selection proce-
dures are used and it is essential for compliance with current employment law. 
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Conducting validation studies can become very complex in practical terms
since researchers would rarely use one single predictor to make selection deci-
sions and applicants will be judged on multiple assessment criteria. Given the
multifaceted nature of job analysis information, recruiters are likely to design
multiple selection tools to assess these criteria. Therefore, recruiters must
decide whether a job applicant must score highly on all assessment criteria
(non-compensatory) or whether high scores on some criteria can make up for
low scores on another (compensatory). In practice, recruiters might assign dif-
ferent weightings to various assessment criteria, depending on the nature of
the job role. For example, if clinical knowledge is the most important criterion
and applicants do not achieve a certain score at shortlisting, they may not be
considered further.

In summary, paying attention to best practice criteria for designing selection
methods is crucial. We suggest 12 key issues that should be reviewed when
designing and implementing a selection system, as follows. 

1 Establishing reliability and validity of the tool.
2 Positive employee/candidate reactions.
3 Ensuring ease of interpretation.
4 Ensuring generality of use.
5 Minimising costs and maximising value.

Job analysis
To derive a person specification

and competency model

Identify selection criteria

Implement selection methods &
make selection decisions

Attract
candidates

Design and pilot selection methods
Judgements based on reliability, validity, legality,

fairness, cost and candidate reactions

Evaluation
Evaluate candidate reactions
Empirical validation studies

Utility assessment

Self-
selection to
the job role

Figure 5.1: Selection system design and validation process.
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6 Practicality.
7 Expertise required for analysis and interpretation of information generated

by the tool. 
8 Utility.
9 Fairness perceptions.

10 Educational impact/value.
11 Generates appropriate feedback.
12 Procedures are in place for ongoing validation, evaluation and renewal of

assessment tools. 

Selection methods – the research evidence
There are many different selection methods available and their relative accuracy
is well-documented in the research literature.2 A full review is beyond the scope
of this chapter, so we focus on two methods, interviews and ‘assessment centres’. 

Interviews
Selection interviews are undoubtedly the most widely-used selection method for
short-listed candidates. However, research has consistently shown that interview
effectiveness varies greatly depending on the degree of structure employed, and the
extent to which it targets evidence on key competencies. A structured, compe-
tency-based interview, where candidate responses are assessed against standardised
rating scales, can be a very effective selection method. Conversely, open-ended,
unstructured interviews, are a relatively unreliable selection method. Because dif-
ferent selection methods measure different competencies more effectively than
others it is desirable to use several methods in a single selection process.

Assessment centres
An assessment centre (AC) is a selection method, not a place. ACs make use of a
combination of different selection tools and allow candidates to be assessed by
multiple assessors. ACs were first used during World War II to select military per-
sonnel. However, it was not until the American company AT&T applied ACs to
identify industrial managerial potential in the 1950s that the idea developed as a
selection method. Since this time, ACs have become widely used as a tool for
recruitment and selection. Recent survey data indicates that the use of ACs is
increasing more rapidly than any other selection method in the UK, with 65% of
organisations (employing more than 1000 people) reporting using the AC
method.3 It is only recently that this approach been used in medicine.4,5

ACs are often the core of competency-based selection systems, as they combine
a range of assessment techniques to achieve the fullest and clearest indication of
competence.6 ACs typically involve a one-day assessment of applicants, using dif-
ferent methods, including various work sample exercises such as group discus-
sions, in-tray exercises, simulations and so on. Gains are made in reliability and
validity because ACs make use of a combination of different exercises (using a
multi-trait, multi-method approach) and use standardised scoring systems to
measure key competencies. Best practice suggests that ACs use work-related
exercises, allowing behavioural observation by independent, trained assessors.
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As far as predictive validity is concerned ACs perform well.7,8 A review by
Schmitt et al. found ACs were the best method of predicting job performance,
with a mean correlation of 0.43 between overall AC rating and measures of job
performance.9 In summary, the research evidence clearly shows that ACs are bet-
ter predictors of performance than interviews alone.10–13

Candidate reactions
An increased emphasis has been placed recently on the importance of candidates’
reactions to different recruitment methods.14 Considerable research has
attempted to determine applicants’ view on selection methods. Research has
tended to explain the different factors that affect applicant reactions using theo-
ries of organisational justice. 

• Distributive justice focuses on perceived fairness regarding equity (where the
selection outcome is consistent with the applicant’s expectation) and equality
(the extent to which applicants have the same opportunities in the selection
process).

• Procedural justice refers to the formal characteristics of the selection process
such as information and feedback offered, job-relatedness of the procedures
and methods, and recruiter effectiveness. 

Anderson et al. suggest that four main factors seem to account for positive or neg-
ative applicants’ reactions where selection methods are:15

1 based on a thorough job analysis and appear more job relevant
2 less personally intrusive
3 do not contravene procedural of distributive justice expectations
4 allow applicants to meet in person with the recruiters. 

Other literature suggests that applicants prefer multiple opportunities to demon-
strate their skills and that the selection system is administered consistently for all
applicants. 

Fairness issues
Fair selection and recruitment is based on:

• having objective and valid criteria (developed through a job analysis)
• accurate and standardised assessment by trained personnel
• monitored outcomes. 

There has been a great deal of research exploring the extent to which selection
procedures are fair to different subgroups (such as ethnic minorities or women)
of the population. First, it needs to be made clear that a test is not unfair or biased
simply because members of different subgroups obtain different scores on the
tests. Men and women have different mean scores for height; this does not mean
that rulers are unfair measuring instruments. However, it would be unfair to use
height as a selection criterion for a job, if the job could be done by people of any
height, since it is important for selection criteria to be job-related. Normally, of
course, the extent to which a selection method is related to job performance can
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be estimated by validation research, and it is clear therefore that fairness and
validity are closely related.

To demonstrate how a competency-based selection system is designed and
implemented, we present a case study for doctors applying for training in general
practice. The work started in 1996 and we have summarised the developments
over the course of several years. 

Case study:A competency-based selection system for 
general practice
Background and context
The NHS had been in existence for many years before doctors were given the
opportunity to work as trainee assistants under supervision. Organised training
schemes for general practice were created, principally between 1969 and 1973.
This training was voluntary (hence vocational) but was made mandatory in
1981 by the Joint Committee on Postgraduate Training for General Practice
(JCPTGP). On the completion of training, doctors would submit statements of
satisfactory completion of training to the JCPTGP and in return received a cer-
tificate enabling them to practise, unsupervised, as a GP. The subsequent per-
formance of a number of vocationally trained doctors was less than satisfactory
and some had their names erased from the general medical register by the GMC.
In response to a growing concern that more robust evidence of competence was
required the process of summative assessment was introduced and this became
mandatory in 1996.

For over 25 years GP training was largely focused upon developing the trilogy
of knowledge, skills and attitudes. In the mid-1990s recruitment to general prac-
tice slipped to its lowest level for 15 years. The applicant/placement ratio had
dropped from its peak of 15/1 in 1981 to around 2/1 or less. Many training
schemes were resorting to re-advertising vacancies up to four times for each
intake. It was not uncommon to have unfilled vacancies. Significant contributory
factors to this situation were: 

• the introduction of the Calman reforms of specialist training in the NHS,
which had streamlined the pathway to becoming a consultant

• a generally negative medical press about general practice (fundholding had
run out of steam and impending new NHS organisational changes in primary
care were not welcomed by GPs).

Development of a new selection process
During debates in the late 1990s about the implications of the transfer of fund-
ing for GP training the GP directors were concerned that:

• those doctors who could ‘operate’ the system known as patronage made
greater progress than others 

• a number of doctors were being referred to the GMC within months of 
graduation

• it was noted that a significant number of GP trainees were quitting training
courses because they had chosen the wrong career

• around 5% of doctors were failing summative assessment.
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Whilst it was recognised that improving and changing the existing selection sys-
tem would not be a panacea to addressing these concerns, research and practice
in other occupations suggested that it was a valid starting place. The development
of a new GP selection process followed best practice stages, first in identifying the
key criteria for selection and second in developing, piloting and validating the
selection methods. 

To identify appropriate selection criteria (between 1996 to 1999), Patterson,
Lane and Ferguson conducted three independent job analysis studies to define a
behavioural competency model for general practice.1 The knowledge, skills, abil-
ities and other attributes (KSAOs) that accurately and consistently appeared to
define competent GP performance, were systematically elicited and 11 key com-
petencies emerged (see Box 5.1). 

Box 5.1: Key competencies in GP performance

1. Empathy and sensitivity (recognising patient’s thoughts 
and feelings) 

2. Communication skills (active listening, clarity of explanation) 
3. Problem-solving (identifying root cause and 

making diagnosis)
4. Professional integrity (respect, vocational enthusiasm)
5. Coping with pressure (calm under pressure, recognising 

limitations) 
6. Clinical expertise (clinical process awareness, 

identifying options) 
7. Managing others and (collaborative style supports others) 

team involvement
8. Legal, ethical and (aware of responsibilities)

political awareness
9. Learning and personal (reflects and learns from others)

development
10. Organisation and (prioritises conflicting demands, 

administration skills efficient)
11. Personal attributes (flexible, sense of humour, shows 

initiative, decisive)

Importantly, each of these is embodied by a cluster of indicators that define, in
behavioural terms, the knowledge, skills and abilities for each competency. The
model was validated by general practitioners and patients. After extensive con-
sultation, it was decided that certain domains are best targeted at selection (e.g.
communications skills, professional integrity), and others are best addressed dur-
ing training (e.g. legal, ethical and political awareness). 

The three postgraduate deaneries in the old Trent Region (Sheffield, Nottingham
and Leicester) collaborated to develop the methods of selection, including 
competency based application forms, competency based referees’ reports and an
assessment centre. Figure 5.2 summarises this multi-stage process to develop a
competency-based selection system. Of particular importance are the feedback
loops, highlighting the operation of an iterative, systemic approach to selection. 
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Application forms
Application forms have traditionally been designed to collect information regard-
ing educational qualifications and work experience. This information is essential
to demonstrate capability to do the job, however, ranking decisions here are dif-
ficult because work history and qualifications are difficult to reliably differentiate,
and sifting is usually based on fairly limited information. A new application form

JOB ANALYSIS,
COMPETENCY MODEL &
PERSON SPECIFICATION

DELIVERY OF ASSESSMENT
CENTRES IN DEANERIES

PREDICTIVE VALIDATION STUDIES

Design of competency based application
form & scoring system

Short lister training

Screening application forms

Development of Assessment Centre
(methods, exercises & scoring)

Assessor training
(calibration & ongoing refresher training)

(selection of candidates)

Competency based feedback to
candidates

Performance appraisal
based on competencies

Evaluation
of

candidate
reactions

Evaluation

Figure 5.2: Design and validation of the GP competency-based selection process.
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was developed to include competency-based questions where applicants are
required to supply more focused work experience information, relating to the
demonstration of the target competencies. An example question could be
‘Describe a situation when you have demonstrated empathy and sensitivity when
dealing with a patient. What did you do and what was the outcome?’ Candidates
are asked to briefly outline a situation they have encountered and how they dealt
with it. There is not a ‘correct’ answer, as responses are scored according to
agreed competency-based criteria. Several of these questions are posited and
shortlisters are trained to assess responses using standardised rating scales, so that
reliability is addressed. Also, two shortlisters examine the same application forms
so that inter-rater reliability can be assessed. Clearly, it is suggested that responses
to such questions are easily ‘fakeable’ in that applicants could just make up their
responses. In practice, however, some applicants fail to demonstrate that they
understand the difference say between empathy and sympathy, and that aware-
ness of behaviours associated with empathy is actually part of the question! These
competency questions provide additional ‘non-academic’ information to make
decisions about sifting. The evaluation studies showed that scores on these ques-
tions were significantly positively related to how applicants performed at the AC. 

References
References are traditionally open-ended and research has consistently shown
that reference information has limited use in selection (due to leniency effects,
etc.). To improve reliability, competency-based, standardised rating scales were
provided to referees. Evaluation showed that reliability of reference forms and of
referees was significantly improved. 

During the initial development of the assessment centre, five exercises were
developed based on the agreed competencies. An assessment centre day (run
simultaneously in each deanery), designed for selecting doctors to train for gen-
eral practice, was constructed. The exercises used were specifically designed so
that several competencies could be assessed during each exercise. Standardised
rating scales and checklists were used throughout the process to optimise objec-
tivity and assessors were rigorously trained. 

The five exercises piloted and used in 2000 were as follows.

1 Simulation exercise (20 minutes; candidate acts as doctor and a role player acts
as patient, in a given scenario).

2 Group exercise (30 minutes; a group of four candidates is asked to resolve work-
related issues).

3 Written exercise (30 minutes; candidates work independently to prioritise six
on-call issues, and justify chosen sequence). 

4 Competency-based structured interview (20 minutes; candidates provide evidence
based on specific previous experience).

5 Technical interview (20 minutes; candidates respond to questions relating to
clinical practice).

Practical issues 
Each exercise is observed by a different assessor with an aim to reduce potential for
bias. The assessments are used to construct a matrix specifying which competencies
are to be assessed in each activity. Assessors are specially trained in behavioural
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observation and recording, ensuring that individual ratings can be explained via the
competency model. As a result, when the final ‘wash-up’ discussion takes place, a
rounded picture of each individual emerges, grounded in specific demonstrated
behaviours. 

A ‘wash-up’ meeting is held at the end of the AC process where assessors can be
audited by a facilitator. In this way, any inconsistencies in scoring can be discussed
using evidence based on observed behaviour. Hence, several trained assessors
determine the final selection decision and a trained facilitator guides the process. 

Evaluation and validation
After reviewing the outcomes of the first two years, it was decided to make two
alterations in 2003 to streamline the process. Exercise 4 was removed because
the assessors found it was duplicating the shortlist competency questions (and
therefore had limited added value). The technical interview was replaced with a
comprehensive MCQ paper to assess general medical knowledge (which enabled
a wider assessment to be made and it was machine marked). At this time, a com-
prehensive validation study was conducted during 2003/04 to assess the reliabil-
ity, fairness and validity of the new selection system and the system is currently
undergoing further extensive evaluation. Some of the results have recently been
published demonstrating that the new selection system demonstrates good inter-
nal and predictive validity.5

Utility and cost-effectiveness 
Adopting a competency-based approach takes time and resources to develop in the
first place. The benefits, however, soon outweigh the costs of recruiting the wrong
person for the job – both for that person, the profession and, crucially, the patient.
In 2005, the average cost for the selection process per appointed GP trainee is
around £400–£450. Currently, over 2,600 new doctors are recruited into training
in general practice per annum and the failure rate of summative assessment is just
under 5%. Training costs including salaries, allowances, supplements and educa-
tion costs average £83,700 (2004/05) per annum and for a 3-year programme this
amounts to over £250,000 per doctor. Thus, prevention of one failure recoups the
cost of the selection of over 500 doctors into GP training. 

Unlike most other selection procedures, an AC generates a range of in-depth
information about candidate knowledge, skills and attitudes. The information
collected can be used to generate individual development plans for doctors, so
that potential performance deficiencies can be targeted more accurately. More
accurate training plans are likely to lead to improved performance. Equally for
those candidates not successful in gaining a place on a training scheme, detailed
competency based feedback on their performance may be constructive in their
career planning or personal development. 

Current and future directions 
From 1 April 2000 all costs related to training in general practice, in England,
were transferred out of the General Medical Services (GMS) budget into the
Medical and Dental Education Levy (MADEL) under the management of the
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Procedures Group

•    To design and
      implement the national
      person specification.
•    To develop and
      administer on-line
      applications.
•    To monitor diversity
      issues and share
      database with the
      National Recruitment
      Office.
•    To refine local and
      national clearing
      processes to share
      good practice.

Process Group

•    To quality assure the
      training and calibration of
      assessors.
•    To monitor consistency of
      delivery throughout the
      postgraduate deaneries.

Probity (Research &
Evaluation) Group

•   To evaluate, research and
     recommend best practice:
    –        to propose methods to
              be used in each stage
              of recruitment
    –        to invite, receive and
              submit research
              proposals to
              COGPED.

COGPED is currently working towards a standardised national approach to
recruitment across all deaneries. Figure 5.4 shows a stage model summary of this
new competency-based system. The new system will need to be ratified by the
Postgraduate Training Committee of the Royal College of General Practitioners
and has to meet the standards set by PMETB. New systems must be in place for
all doctors entering GP training from August 2007. While such an approach will
bring benefits in terms of reducing duplication of effort and improving standard-
isation of criteria, fairness and defensibility, there are also challenges in balanc-
ing the needs of local ownership of selection practices. Implementation of
large-scale selection processes is dependent on the engagement of local trainers
and course organisers and any future process will need to ensure that these key
personnel are involved in future developments. In fact, the system would not
have developed or evolved without the consultation, goodwill and collaboration
of these key stakeholders in the process.

Having thoroughly evaluated the system in general practice, this competency-
based selection approach is now being developed and used in many secondary
care specialties (e.g. obstetrics & gynaecology, paediatrics, anaesthetics). The 
primary research has spring-boarded developments where common criteria
across many medical specialties have been identified for selection (e.g. commu-
nications skills, professional integrity, problem-solving). Further, there are now
pilot projects underway to investigate best practice selection into medical school
via the Council for Heads of Medical Schools (CHMS).17

postgraduate deans and directors of Postgraduate General Practice Education
(DsPGPE). GP directors predicted this change would generate many opportunities
to improve GP training, as well as transform the recruitment process. The direc-
tion of travel had to be towards a national, equal opportunities based recruitment
of doctors into GP training and there is now a deanery-centralised National
Recruitment Office.16 The National Recruitment Steering Group (NRSG) of 
COGPED has now developed a nationally agreed recruitment system guided by
three working groups (procedures, process and probity) (see Figure 5.3).

Figure 5.3: ‘Procedures’, ‘process’ and ‘probity’ – the three working groups that guide
the national recruitment system.
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Summary
Research over the past three decades has provided a much clearer picture of the
criterion-related validity of different selection procedures. No selection system is
infallible, but a constructive framework for minimising the risks can be provided.
The quality of a selection system is heavily dependent upon its design. Poor initial
research will inevitably compromise the process: a poor job analysis, for instance,
will potentially lead to an inaccurate selection criteria; sub-optimal assessment
tools will weaken the validity of the ratings; insufficient training of assessors may
undermine the objectivity of the process. ACs are increasingly popular and widely
used, especially in organisations with larger numbers of employees or where the
costs of mistakes are high. Contrary to popular belief, once designed, ACs are more
cost-effective to run than panel interviews.5 Further, initial costs are usually
recouped, for instance, if the quality of individuals selected either raises the effi-
ciency of the workforce and/or reduces attrition rates. Looking forward, selection
systems evolve over time as organisational needs and job roles change and
develop. This evolution process will be driven by the commitment and feedback
of many stakeholders – the selection system designers, the assessors (lay and 
clinical), the administrators and, importantly, the candidates. 
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Chapter 6

Workplace-based assessment for 
general practice training

Tim Swanwick and Nav Chana

Introduction
A number of themes emerge from the theoretical base that informs the contem-
porary practice of medical education. Amongst these are the acceptance that the
learner is an active contributor in the learning process, that the context in which
learning takes place is important, that learning is integrally related to the under-
standing and solution of real-life problems, that the past experiences and knowl-
edge are critical in learning, that the learners’ values, attitudes and beliefs
strongly influence their learning and that the ability to reflect on one’s practice is
crucial for lifelong learning.1

In parallel with these developments, assessment is also changing. Traditionally,
medical assessment focused on ritualistic end-point summative judgements con-
ducted far away from the place of work. Knowledge-based tests, often uncoupled
from examination of understanding or application, were twinned with simulated
clinical encounters using surrogate or volunteer patients. To round it off, and to
add a little spice, a viva or oral examination of dubious validity and reliability had
to be endured as a final rite of passage. Things have moved on. Increasingly,
assessments of medical competence now take us to the higher echelons of
Miller’s pyramid (see Figure 6.1) from the lower cognitive levels of ‘what do you
know’, traditionally tested in MCQs, to the ‘what do you do’ of consultation obser-
vation and performance indicators.1 The realisation that medical expertise is not
a simple summation of stable and generic constructs has also led a movement
away from the ‘one trait-one instrument approach to assessment’3 and coupled
with an evolution in thinking about validity and reliability, medical education
and training are gradually seeing a replacement of reductionistic tests by assess-
ment approaches designed to assess medical competence in a more holistic and
integrated way.3

74
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But the assessment of the competence of doctors is inherently problematic. There
are real differences between what doctors do in controlled assessment situations
and their actual performance in professional practice4 and degrees of correlation
between the two have been shown to be extremely variable.5 Whilst competence
indicates what people can do in a contextual vacuum, under perfect conditions,
performance indicates how people behave, in real life, on a day-to-day basis.5

And it is performance, how well the doctor carries out their work ‘in the wild’,
that we are ultimately interested in.

In recognition of the complexity of professional practice there is a need to con-
sider assessment as a programme of activity requiring the assimilation of quantita-
tive and qualitative information from different sources.6 Some of this may come
from standardised one-off testing ‘in vitro’ but assessing doctors in their actual work-
ing environment offers enormous opportunities to gather data about an individual
across multiple contexts and at different points in time. In this way, a ‘rich picture’
of that doctor may be constructed, reflecting not just what they can do in a con-
trolled examination situation, but what they actually do, at work, with real patients.

Workplace based assessment
Workplace based assessment has been defined as the assessment of working prac-
tices based on what doctors actually do in the workplace, and predominantly car-
ried out in the workplace itself.7 This might include direct observations of
performance as well as assessments specifically undertaken in the working envi-
ronment. Exactly what form workplace based assessment takes though is often
contingent on its purpose. All assessment can be positioned along a continuum
between assessment for learning and assessment for the purposes of accountabil-
ity, with assessment for certification somewhere up towards the right-hand end
(see Figure 6.2).8 North American approaches to ‘work-based’ assessment have
tended to emphasis hard data, collected for accountability purposes and related
to patient outcomes, process and volume.9,10

Does

Shows how

Knows how

Knows

Figure 6.1: Miller’s pyramid.2
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In the remainder of this chapter we shall discuss workplace based assessment in
the context of medical education and training and in training programmes,
where such patient-orientated data is difficult to attribute to an individual stu-
dent. Furthermore, in the design of workplace based assessments for training
purposes, educational impact becomes an increasingly important component of
test usefulness and, as such, in-training assessments need to be more than mere
audits of clinical activity.

Why workplace-based assessment?
It is worth rehearsing the main arguments for including a workplace based
assessment within a programme of educational assessment. The first of these con-
cerns the re-coupling of teaching learning and assessment. Assessment should be
an integral part of educational planning, not a ‘bolt on’ extra at the end. Doctors
should know what is expected of them and have an opportunity to demonstrate
attainment over time and in a variety of contexts.

The second relates to the notion that assessment is more valid the closer it gets
to the activity one wishes to assess.11 If you want to know how a doctor consults,
watch him do it. In the lexicon of test design, this is known as authenticity.
Authenticity is particularly important when dealing with the assessment of med-
ical expertise, as expertise appears to be domain specific and contextual.12 As
assessment is a potent driver for learning,13 it is imperative that assessment
focuses on what is considered important, rather than what appears to be easiest
to assess. 

The final argument is that some competency areas e.g. professional develop-
ment, probity and team-working simply cannot be assessed effectively in any
other way as they are impossible to disentangle from system (e.g. practice facili-
ties) or personal influences (e.g. health). Assessment of performance in the work-
place provides us with the only route into many aspects of professionalism. 

Medicine has had a long preoccupation with objective standardised testing
believing it better for patient safety. This view is changing as illustrated by the
wholesale introduction of workplace based assessment in the English Foundation
Programme. The Postgraduate Medical Education and Training Body which has
now assumed responsibility for overseeing specialist training for all doctors,
recognises the importance of reassuring the public about the safety and compe-
tence of its doctors, but also now recommends that this is based, at least in part,
on what those doctors actually do within the workplace itself.7

Learning AccountabilityPurpose

Certification

Figure 6.2: The purpose of assessment.
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Issues to consider in the design of a programme of 
workplace based assessment
Any assessment system for postgraduate training must now meet a number of
principles laid down by the Postgraduate Medical Education and Training
Board.14 In addition, it is has been argued15 that a programme of workplace based
assessment for general practice training should be underpinned by a number of
fundamental principles, namely that it should be:

• competency based
• developmental
• based on the collection of evidence using an appropriate variety of methods
• triangulated
• quality assured.

Clearly, the design of any assessment system will also need to take into account
its utility. The utility, or usefulness, of an assessment has been defined as a prod-
uct of its reliability, validity, feasibility, acceptability and educational impact.13

Competency-based
There is growing criticism of competency based education and assessment, largely
because of the notion of competencies being overly simplistic, atomistic and reduc-
tionist.16,17 There is also widespread confusion of the terms ‘competence’ and ‘com-
petency’ which are often considered (erroneously) to be interchangeable. Despite
these criticisms, it is possible for a competency-based approach to education and
training to be made to work provided that ‘competencies’ are defined holistically as
general attributes within a context rather than as discrete bite-sized pieces of
behaviour.

Competence then becomes ‘a complex structuring of attributes needed for
intelligent performance in specific situations’.12 It is important to note that the
concept of ‘intelligent performance’ comes from an integrated approach to con-
structing competencies and a move towards the more holistic construct of com-
petence, based on outcomes defined by an overarching curriculum.

To illustrate these points, a list of holistic competency areas, developed for the
workplace assessment of trainee general practitioners in the new membership
examination of the Royal College of General Practitioners (nMRCGP), are shown
in Box 6.1. In each competency area, the scope of the competency is defined in
a succinct statement which is then explicated through a series of graded word
pictures. Success in this particular assessment requires attainment of a specific
standard (that deemed to reflect competence) in each of the 12 areas.

Box 6.1: Competency areas within the draft nMRCGP Enhanced
Trainer’s Report

1 Communication and consultation skills – about communication with
patients and the use of recognised consultation techniques.

2 Practising holistically – about the ability of the doctor to operate in phys-
ical, psychological, socioeconomic and cultural dimensions.
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Developmental 
Workplace based assessment offers the opportunity to link training, learning and
assessment more effectively and the potentially developmental nature of this
form of assessment is a key feature. Developmental assessment is defined as the
‘process of monitoring student’s progress through an area of learning so that deci-
sions can be made about the best ways to facilitate future learning’.18

Educational impact is enhanced then when competencies are both made
explicit and satisfactory progression is defined within them. Eraut brings these
two strands, the descriptive and the developmental, together in arguing that ‘a
professional person’s competence has at least two dimensions, scope and qual-
ity’.19 Scope is defined as being what a person is competent in; that is the range
of roles, task and situations. The quality dimension concerns judgements about
the quality of that work on a continuum from novice to expert. Glaser outlines
the characteristics that differentiate the performance of experts from novices, ‘as
proficiency develops, knowledge becomes increasingly integrated, new forms of
cognitive skills emerge, access to knowledge is swift, and the efficiency of the per-
formance is heightened’.20 The expert’s knowledge base becomes increasingly
‘coherent, principled, useful and goal orientated’. Developmental progressions in

3 Data gathering and interpretation – about the gathering and use of data
for clinical judgement, the choice of physical examination and investi-
gations, and their interpretation.

4 Making a diagnosis/making decisions – about a conscious, structured
approach to decision-making.

5 Clinical management – about the recognition and management of com-
mon medical conditions in primary care.

6 Managing medical complexity and promoting health – about aspects of care
beyond managing straightforward problems, including the manage-
ment of co-morbidity, uncertainty, risk and the approach to health
rather than just illness.

7 Primary care administration and IMT – about the appropriate use of pri-
mary care administration systems, effective record-keeping and infor-
mation technology for the benefit of patient care.

8 Working with colleagues and in teams – about working effectively with
other professionals to ensure patient care, including the sharing of
information with colleagues.

9 Community orientation – about the management of the health and social
care of the practice population and local community.

10 Maintaining performance, learning and teaching – about maintaining the
performance and effective continuing professional development of
oneself and others.

11 Maintaining an ethical approach to practice – about practising ethically
with integrity and a respect for diversity.

12 Fitness to practise – about the doctor’s awareness of when his/her own
performance, conduct or health, or that of others, might put patients at
risk and the action taken to protect patients.
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the literature, such as that described by Dreyfus and Dreyfus21 may be helpful in
constructing developmental continua. Such continua have the advantage of
explicitly illustrating the direction of travel for students rather than merely point-
ing out the level below which they should not fall. 

Table 6.1 gives an example of progression statements in relation to the compe-
tency area of ‘Communication and consultation skills’ from the proposed
Training Record component of workplace based assessment module for the
nMRCGP.22

Implicit in this is the notion that the assessment must provide detailed 
formative and developmental feedback to the learner. This raises the tension of

Table 6.1: Example of a competency progression statement from the nMRCGP
Enhanced Training Record

1 Communication and consultation skills

This competency is about communication with patients, and the use of recognised con-
sultation techniques.
Insufficient Needs Further Competent Excellent
Evidence Development
From the available Develops a working Explores the Incorporates the 
evidence, relationship with patient’s agenda, patient’s perspective 
the doctor’s the patient, but one health beliefs and context when 
performance cannot in which the and preferences. negotiating the 
be placed on a problem rather than management plan.
higher of this the person is the focus. Elicits psychological
developmental and social Whenever possible,
scale. Produces management information to place adopts plans that

plans that that are the patient’s problem respect the patient’s 
appropriate to the in context. autonomy.
patient’s problem.

Works in Uses a variety of 
Provides partnership with the communication 
explanations that patient,negotiating a techniques and 
are relevant and mutually acceptable materials to adapt 
understandable to plan that respects explanations to the 
the patient, using the patient’s agenda needs of the patient.
appropriate and preference for  
language. involvement.

Explores the patient’s 
understanding 

Achieves the tasks of what has taken Appropriately uses 
of the consultation place. advanced 
but uses a rigid consultation skills 
approach. Flexibly and such as 

efficiently achieves confrontation or 
consultation tasks, catharsis to achieve 
responding to better patient 
the consultation outcomes.
preferences 
of the patient.



potentially mixing formative and summative assessment but it is possible to
address this through the careful design of the assessment system. ‘Separating the
interpretation of evidence from its elicitation, and the consequent actions from
the interpretations’ is a way around the problem.23 Such an approach supports
the process of ongoing evidence collection throughout the training period, but
with regular, well circumscribed, staging reviews at which the developmental
framework is reviewed and the learner’s progress through it, judged. 

Based on the collection of evidence using an appropriate variety of
methods
As discussed above, collecting ‘sufficient’ evidence is essential in making a judge-
ment about the competence of the learner. Workplace based assessment in com-
mon with all other medical assessments suffers with the problem of content
specificity, as the assessment of competence appears to be domain specific and
contextual. Therefore, a large number of samples of performance is required to
achieve adequate reliability.24

In the assessment of ‘work’ in contrast to traditional assessments there is no
single ‘controlled’ method that can be developed. It is more helpful to think in
terms of identifying the basis of judgements, deciding how the information, or
evidence, will be gathered and threats to validity and reliability avoided.10

The importance of gathering evidence using a variety of methods gives rise to
the notion of a ‘tool-box’ of approved methods. In considering the individual
tools it is worth recognising that, even unstandardised, they can be made suffi-
ciently reliable provided enough sampling occurs, and the tools are used sensibly
and expertly.6 However, it is important to remember that the tools form part of
the overall assessment programme. Attention should focus on the reliability of
the entire programme of assessment, not just the individual tools themselves. A
selection of currently available workplace based assessment tools appropriate for
use in general practice is shown in Box 6.2. 
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Box 6.2: Workplace based assessment: examples of tools

Tool Comment

Mini-CEX In the mini-CEX,25 an observer assesses one candidate com-
pleting a focused interview or examination, the assessment
is recorded in a standard format, and takes 15–20 minutes
to complete. Mini-CEX is based on assessment of multiple
encounters within a hospital setting. Its applicability to a
general practice setting is not known.

Longitudinal Similar to the mini-CEX, the longitudinal evaluation of per-
evaluation of formance,26 piloted as a formative tool for the assessment of
performance dental trainees, uses direct observation of the trainee in

clinical practice and relies on judgements of an evaluator
across eight broad categories. For each category, a 
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judgement is made on a nine-point scale, which allows for
developmental progression.

Video Various video assessment methods are already in use in 
assessment general practice, including the existing summative assess-

ment methodology27 and the video module of the member-
ship examination of the RCGP.28 Other models have been
developed elsewhere in the world, most notably in
Holland.29

Direct DOPS30 requires the educational supervisor to directly 
observation observe the student undertaking a certain procedure and to 
of procedural make judgements about specific components of the proce-
skills (DOPS) dure. DOPS has now been incorporated into the workplace

based assessment of foundation medical students and is 
the subject of evaluation.

Direct The Leicester Assessment Package, originally described  by 
observation of Fraser,31 has been used to provide systematic formative 
consultation feedback to postgraduate and undergraduate students after 
skills the direct observation of six consecutive and largely unse-

lected patients.

Case-based Case-based discussion,32 or chart-stimulated recall,33

discussion involves a structured oral interview involving a trained
assessor reviewing selected cases provided by an assessee.
The presentation of each patient case may take 5–10 min-
utes, and typically a case-based discussion may last 30–60
minutes.

Multi-source Multi-source feedback has been demonstrated to be a 
feedable reliable and valid tool for the assessment of professional

behaviours.34

Patient The Physician achievement review35 is rolled out to all 
satisfaction Alberta physicians every five years. Raters include system-
surveys atically selected patients, a self-questionnaire and question-

naires distributed by the participating physician to medical
colleagues and non-physician co-workers. Summated
responses are sent to the participating physician in text and
graphic format. The consultation and relational empathy
measure (CARE)36 has been successfully evaluated as a
means of measuring patients’ perceptions of relational
empathy in the consultation. 

Written Written assignments in a variety of formats are already 
assignments currently used as part of the assessment process for

Summative Assessment of GP Registrars in the UK.37,38

Significant event analysis reporting has also been piloted for
use with established practitioners.39



The framework currently proposed for the workplace-based assessment module
of nMRCGP will consist of an evidenced training record that will apply across the
entire training programme informed by some externally assessed work-based
tools such as a patient satisfaction questionnaire and a web-based multi-source
feedback tool. These will provide core information which will provide external
validity as well as feeding into the record itself. Evidence of the trainee’s progress
will be also be obtained using locally administrated tools such as: case based dis-
cussion, mini-CEX, a consultation observation tool and DOPS. Because of the
complexity and nature of the competency areas under test, there will also remain
the flexibility to record naturally-occurring events in the workplace.

Workplace based assessment becomes more feasible if the process of collect-
ing evidence is learner-led with the educational supervisor responsible for
overall coordination. The educational supervisor is also be involved in making
summative judgements, a process legitimised where ‘the synthesis of the 
evidence and the process of its judging is made explicit’.16

Triangulated
The confidence in the veracity and reproducibility of judgements in a workplace
based assessment can be improved through triangulation both within the work-
place based assessment as well as triangulation with other assessments. An over-
arching assessment strategy will be essential in which workplace based
assessment is supported by rigorous tests, e.g. those of ‘knowledge’ and ‘skills for
clinical method’. It is recommended that there should be an overarching assess-
ment strategy for the whole training period, and that this is mapped to a blue-
print. Workplace based assessment forms part of this including other appropriate
methods.

Quality assured
In viewing the quality assurance of a programme of workplace based assessment
it is helpful to review the utility equation described earlier. Workplace based
assessment has strengths in the areas of validity (by virtue of its authenticity),
educational impact and acceptability (because it reconnects teaching and learn-
ing) and feasibility (through local assessment). 

There are, however, problems with demonstrating its reliability using tradi-
tional psychometric approaches. As Southgate points out, ‘establishing the relia-
bility of assessments of performance in the workplace is difficult because they
rely on expert judgements of unstandardised material’.32 In workplace based
assessment like any other form of assessment there are several potential threats
to reliability:40

• inter-observer variation (the tendency for one observer to mark consistently
higher or lower than another)

• intra-observer variation (the variation in an observer’s performance for no
apparent reason – the ‘good/bad day’ phenomenon) 

• case specificity (the variation in the candidate’s performance from one chal-
lenge to another, even when they seem to test the same attribute).

Despite these challenges reliability in workplace based assessments can be max-
imised through a series of measures outlined by Baker, O’Neil and Linn.41
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• Specification of standards, criteria, scoring guides.
• Calibration of assessors and moderators.
• Moderation of results, particularly those on the borderline.
• Training of assessors with retraining where necessary.
• Verification and audit through quality assurance measures and collection of reli-

ability data.

It is clear therefore that the implementation of workplace based assessment will
require a complementary training programme, arrangements for calibration, a pro-
cedure for the moderation of results and a raft of quality control and reliability
checks. But it will be worth the effort. The more that teachers can be engaged in
assessment, in selecting methodologies, generating standards, discussing criteria
etc., the more they will be empowered in the educative process.

Conclusion
Assessments conducted in the workplace are of high validity and serve to recon-
nect teaching and assessment. A competency-based model accords with the over-
all contemporary emphasis of medical assessment but caution is advised lest
defined competencies become over-atomised. In order to enhance educational
impact, the use of holistic competencies within a developmental continuum is
recommended. Such a continuum has the advantage of explicitly illustrating the
direction of travel for trainees rather than merely pointing out the level below
which they should not fall. 

To further strengthen the link between teaching and assessment, and to deal
with the practical expediencies of wide scale implementation, a workplace based
assessment should be locally assessed and based on the collection of evidence.
The determination of ‘sufficient’ evidence should be pre-defined and triangula-
tion built in as an essential feature in order to enhance the reliability of judge-
ments made.

Clearly there is much to be done in the development of a workplace based
assessment to create a vehicle for assessment that is robust, fair, comparable and
consistent and further research in this area is urgently required. To get it right
will not only reduce the current assessment burden on students, but also harness
the involvement of medical teachers. In doing so, we have the opportunity to
create a powerful tool for professional development.
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Chapter 7

Preparing teachers for work-based
teaching and assessing

Robert Clarke

Introduction
This chapter describes the process of setting up a programme to prepare educational
supervisors for the Foundation Programme (FP) in general practice, with a partic-
ular focus on its work-based assessment framework, the theoretical basis and evi-
dence for which have been described in Chapters 3 and 6. A learner-centred
approach will be proposed both to the formative assessment of foundation pro-
gramme doctors and to the preparation of teachers who are themselves ‘the learn-
ers’ during the preparatory period. Methods of teaching the assessment framework
and undertaking peer-calibration exercises will be discussed, which build on the
themes of an introductory course for teachers in primary care.

Key themes for potential educational supervisors are that:

• learning needs analysis – the first stage in formative assessment
• Socratic methods are suited to a learner-centred approach
• an important role for educational supervisors is to help the learner make their

own judgements
• asking awareness-raising questions and giving descriptive feedback helps this

process
• a key task of the educational supervisor is to help in the interpretation of the

results of work-based assessment from different people, using different meth-
ods at different times (triangulation)

• teaching and assessing are an important part of continuing professional devel-
opment as a practitioner.

A framework for the elements of educational planning, based on the acronym
‘AILMENTS’ (see Box 7.1), will be applied to a workshop on the FP assessments.

86

Box 7.1: ‘AILMENTS’: preparing for teaching

Preparing for teaching
(‘lesson planning’)

A Aims
I Intended learning outcomes
L Learning needs analysis
M Methods
E Evaluation
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‘AILMENTS’
This acronym represents a process of preparation that is significantly different from
other approaches in that it emphasises equally the importance of considering the
teacher’s aims and objectives for the session and the way in which this will be linked
with the experience and needs of the learners. It is particularly this process of 
connecting with the learner by undertaking a needs analysis that seems so often to
be missed out.1 This part of the process is essential, can be planned, but may often
be perceived as dangerous as it may force the teacher to adapt or even abandon the
planned teaching programme, sometimes at very short notice, in order to meet the
needs of learners. However, good teachers usually espouse such flexibility and, by
emphasising learning needs analysis at an early stage of preparation, thought will be
given to possible alternative directions that the teaching may need to take in order
to be effective. Some of the most successful teaching sessions have resulted from the
teacher having very clear aims, coming with a plan for what might happen and then
abandoning that plan in the light of a needs analysis. The general term ‘preparing
for teaching’ is preferred to ‘lesson planning’ as the latter has pedagogical overtones
with an instructional rather than participatory approach to teaching.

Context
Modernising Medical Careers (MMC) sets out a framework for the educational sup-
port and assessment of junior doctors in the first two years post-qualification.2 The
programme is supported by work-based assessments, which are mainly intended to
be supportive, but which contain an early warning system to highlight doctors who
are either not engaging with the assessment programme or who are performing
below the standard expected.3 The assessments (see Table 7.1 and Chapter 3) sample
from a range of clinical, interpersonal and practical skills and professional behaviours. 

N Next steps
T Testing (assessment)
S Summary

Table 7.1: The four assessment methods

Type of assessment Acronym Tested by Main focus Also tests

Clinical mini-CEX Sitting in Clinical skills Professionalism
evaluation Communication
exercise

Peer mini-PAT Assessment Professionalism Clinical care
assessment in all aspects Communication
tool of work

Case- CbD Case review Clinical Professionalism
based reasoning
discussion

Direct DOPS Observing Practical Communication
observation of practical skills Professionalism
procedural skills procedures
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The onus is on the individual doctor to collect the evidence for these at a time
when he or she feels ready. Each of the four assessment methods have both form-
ative and summative elements in that feedback should always be given to help
the learner’s development (formative) and the assessments need to be passed
(summative) in order to demonstrate achievement of the FP competencies, even
if this requires several attempts. 

Preparing for teaching and assessing
Training in formative assessment is an essential component of any preparatory
programme for teachers since both the assessment of educational need and the
giving of feedback require specific skills.4 The importance of appropriate training
of supervisors has been particularly emphasised with respect to the assessments
used in the Foundation Programme.5,6,7 In London, a deanery team was estab-
lished to help prepare new teachers to take on the large numbers of general prac-
tice placements required by the Foundation Programme. Over the course of three
years, new cohorts of educational supervisors participated in a course which
started with a two-day introduction to educational theory and practice, followed
by locality-based, facilitated learning sets which met monthly over the subse-
quent six months and culminated in a final day where the learning sets came
together for review and further development. 

Learning sets
One of the challenges for the educational supervisor programme was that F2
placements in general practice had not yet started, so that some new teachers had
limited teaching opportunities. The learning sets were very highly evaluated (see
Box 7.2) and so the format of a two-day introduction followed by learning sets
was retained, but future learning set support would be provided after the educa-
tional supervisor had started with the first F2 doctor. 

Box 7.2: Evaluation of learning sets: examples of participants’
views

‘I learned a lot of facilitation skills and consolidated many of the ideas from
the introductory course and found out how to apply them to my teaching.’
‘Practical aspects of the course were particularly useful including analysis of
videos and tutorials.’
‘The group worked well, was valuable and enlarged my world.’
‘In a partnership you can be stuck within 4 walls and it’s good to see what
other doctors do.’
‘Learning needs analysis was a particularly useful skill and I also learned the
importance of not having to be an expert on everything.’
‘I learned about feedback by asking questions to take people on a journey.’
‘Peer support with colleagues was very valuable. For example, a colleague
was using the Internet during consultations and I tried this with a recent
patient who had an alcoholic father. The patient came back to me having
looked at the website and saying “This is me, this is all about me”.’
‘It was brilliant. I learned a lot about different styles of teaching.’
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The introductory programme
The educational supervisor programme was intended as an entry-level programme,
an introduction to teaching in primary care, with an explicitly skills-based focus
and no end-point assessment or academic validation. The programme was later
developed further as a collaborative venture between the five undergraduate
departments of general practice in London and the London Deanery, enabling
those who attend to become either undergraduate teachers or educational super-
visors of F2 doctors. The majority of participants expressed a desire to teach both
medical students and F2 doctors.

‘It broke my isolation. I learned the importance of checking learning needs
early on in teaching.’
‘We found it particularly helpful to use “time out” techniques when teaching
on the consultation and experimented with different methods of role play.’
‘I learned about different styles of listening and about using concepts based
on the humanities to help with consultation analysis.’
‘We were encouraged to keep a reflective teaching log and I have found this
particularly helpful.’

Box 7.3: Introduction to teaching in primary care: outline pro-
gramme 

Day one
Session 1
Introduction to needs assessment
Principles of assessment and giving feedback
Session 2
Teaching methods and learning styles
Preparing for teaching
Day two
Session 1
Teaching practice on clinical topics
Session 2
Teaching practice on the consultation

Assessment is a major theme of the introductory programme with clear links made
between assessment of learning need and the tailoring of teaching methods to
those needs as well as to the learning style of the individual. Many practitioners
come to the course with implicit assumptions about how the course will be taught,
based on traditional didactic teaching and about their future roles as passers-on of
information.8 Alternative roles are explored and specific training in Socratic (ques-
tioning) techniques provided.9,10 These are developed through teaching practice
based on topics and on the consultation where learner-centred approaches are
emphasised.11 The use of awareness raising questions10 is rehearsed in the safety
of a small group and the giving of specific descriptive feedback on consultations is
encouraged, allowing the learner to make their own judgements.11
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By the end of the two-day course, practitioners have broadened their view of
their educational role and have had several opportunities to practise learning
needs assessment and giving feedback within teaching sessions. Those attending
are given information about the Postgraduate Certificate for Teachers in Primary
Care, the one-year Masters-level programme required of potential GP trainers,
and several have already been inspired to undertake this further training. The
final assessment and selection of educational supervisors is separate from the
preparatory course and is based on a peer-review process similar to trainer selec-
tion, with a practice visit by the patch Associate Director, including a review of
the educational supervisor’s teaching. 

Foundation Programme assessments
In addition to this generic introduction to teaching, potential supervisors are
required to attend a one-day course introducing the FP and its assessments. This
workshop is informed by the preparatory work of the educational supervisor pro-
gramme, which establishes the skills required for learner-centred teaching, learning
needs analysis, effective teaching methods, giving feedback, assessment and evalua-
tion. The workshop is followed by application and selection to become an educa-
tional supervisor and ongoing support in locality-based learning sets (see Box 7.4).

With this context in mind, the planning for and implementation of a series of
workshops will be explored, with the aim of sharing the lessons learned in the
process. The outline programme of the workshop is shown in Figure 7.1.

Box 7.4: Outline programme for F2 workshop

Session 1
Modernising Medical Careers: the purpose of the programme
Group work – what would the curriculum look like in my practice?
Principles of work-based assessment
Session 2
Participants rotate around four 45-minute stations trying out the four dif-
ferent assessment methods 
Planning next steps

Introduction
to teaching
in primary
care

F2 workshop

Approval

Locality based support group:
Half day × 6–8

0 4 8 12

The F2 Year

1
day

ITTPC*
2 days

Figure 7.1: Preparing and supporting educational supervisors.
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Aims
The first point in planning any educational activity, whether a brief ‘lesson’, or a
complete curriculum, should be a consideration of its aims.12,13 The Foundation
Programme is a new development in medical education and will be formally intro-
duced into general practice for the first time in August 2006.14 This led the dean-
ery to recruit new teachers and to consider how best to introduce both established
and new teachers to the curriculum and assessment framework of the Foundation
Programme, and to encourage them to become educational supervisors. 

There was also a need to check educational supervisors’ views on what ongo-
ing support they would require, particularly given the results of evaluations
which had shown how well received and effective the learning sets had been.
The planning team also wanted to explore ways of enhancing communications
between primary and secondary care, and saw the Foundation Programme as an
ideal opportunity for such collaboration. 

Most importantly, the assessment framework of the Foundation Programme
was recognised as a new approach to work-based assessment, predicated on mak-
ing multiple assessments by different individuals, using the idea of triangulation,
derived from qualitative research15 and based on real performance,16 which
trainees find highly acceptable.17,18 Educational supervisors needed both an intro-
duction to the assessment methods and an opportunity for calibration in defining
standards. The most appropriate format for such learning would be in facilitated
small groups using a peer-review process.

Our core aims for the workshops were to:

• give participants a sense of ownership of the curriculum 
• provide an opportunity to understand the administration of placements
• provide an introduction to the assessment methods
• provide an opportunity to calibrate assessments against peers
• consult educational supervisors about ongoing support. 

Intended learning outcomes (ILO)
It is helpful to consider ILO so long as one recognises that lots of unintended learn-
ing may occur and that this may be just as or more important than the intended
learning.19 For this reason, it is essential to be flexible about the delivery of an 
educational programme as new needs, previously unrecognised by those involved
in planning, may emerge. ILOs are a useful planning device, which may well have
to be abandoned or refined as the teaching unfolds, but which should not be used
as an instrument of control by the teacher. There should be considerable flexibility
in the degree to which ILOs are specific and measurable, as experience suggests that
the more specific one tries to be, the less useful is the ILO as a statement of direction
of travel. The intended outcomes for each of the above aims were for participants to:

• develop a plan for how the Foundation Programme placement would be
implemented in the educational supervisor’s practice 

• have a good understanding of the practicalities of GP placements and to know
where to direct further enquiries

• understand the rationale for the assessments and to have participated in mock
assessments, including giving feedback to learners for each of the four 
assessments 
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• have understood the concept of inter-observer reliability through comparing
marking with peers and to have gained an understanding of what is an
acceptable level of performance for F2

• have considered their own needs for support as educators.

Learning needs analysis
The first session of the programme (see Figure 7.1) was designed to establish the
participants’ needs in relation to the Foundation Programme: in other words to
find out what they already knew and what they need to know. Pre-course read-
ing included an outline of the Foundation Programme and a summary of the
assessment methods. At the start of the one-day workshop, a resource folder was
issued containing further information and detailed notes on the assessment
methods from the MMC website. 

After a brief introduction to the day and to the opportunities presented by the
Foundation Programme, the first small group exercise was to consider how the pro-
gramme would work in participants’ practices. This exercise was successful in engag-
ing everybody and stimulated questions and discussion. The issues raised in each
small group were briefly shared in the large group. This helped achieve the first two
intended learning outcomes (developing a plan for the practice and knowing where
to go for further information) as well as establishing the context and relevance 
of the next part of the day. Many practical questions were dealt with in this session
(see Box 7.5), which helped to prepare the ground for considering the assessments. 

Box 7.5: Themes from group work on ‘How will the curriculum
work in my practice?’ 

Making contact with the F2 doctor before the attachment 
Educational agreement
Planning the induction programme, including IT training 
Meeting the primary healthcare team
Planning learner centred, realistic goals
Philosophy/ethos of programme:

– listening, communication, professional skills
– changing role of primary care
– communication between primary and secondary care
– recommended introductory reading 
– assessment of learning style
– what to call the F2 doc? 

Pastoral care – roles of supervisor and practice manager
Developmental assessment, formative feedback
Problems and role of Foundation Programme Director
GPRs often have a three-month ‘dip’ with low confidence: dealing with this
in an F2 doctor near the end of the attachment
Finding rooms, juggling spaces, sitting-in
Number of clinical sessions, appointment durations and level of supervision
Indemnity
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In terms of a satisfying a hierarchy of needs, participants’ agendas were addressed
and the small groups given a chance to start working before the main focus of the
day: learning about the assessment programme.

Methods, part 1: rationale for the assessment programme
The teaching methods used involved a traditional but short didactic presenta-
tion, explaining the educational and philosophical basis of the assessment pro-
gramme (see Chapters 3 and 6). Reference was made to the fact that, for many
assessments, there is a trade-off between validity and reliability and this idea
was illustrated by reference to Miller’s pyramid.16 The importance of assessing
real performance in the workplace was emphasised, as was the formative
aspect of each method. In addition, the idea of triangulation, from qualitative
research, was found to be a helpful way of explaining the overlap in attributes
measured by the different techniques. This new view of validity – getting at the
truth from multiple different viewpoints, each of which may have a lower reli-
ability than a single, narrow measurement, for example a multiple-choice test
of knowledge – seemed to be effective in explaining the rationale of the assess-
ment programme. The other method that enabled participants to gain a quick
understanding was making a link between the new framework and existing
assessments, already undertaken by general practitioner trainers;20,21 for exam-
ple the similarities between case-based discussion (see Table 7.1) and problem-
case analysis.

Methods, part 2: calibration through assessment stations
The second teaching method was based on small-group work. Each group rotated
around four assessment stations, at each of which one of the assessment methods
was explored, with an opportunity to try out the assessments ‘live’, including giv-
ing feedback to learners using role play, a component of assessment which is 
frequently overlooked.22 This format had been used in the national programme
introducing the Foundation Programme, where it was found to be effective.3 In
order to adapt to the needs of general practice, it was necessary to produce some
new stimulus material. For example, for direct observation of procedural skills
(DOPS), two short videos were produced demonstrating levels of performance
which were clearly above and below the standard expected on completion of F2.
This was a useful method of calibration because it facilitated a discussion about
what was and was not a satisfactory level. For case-based discussion (CbD), par-
ticipants had been asked to bring a case of their own.

‘Please bring with you a copy of the actual clinical record (Lloyd
George or computer printout) of one of your own recent patient
encounters. It may be helpful to choose a patient presenting with an
acute illness as this is a particular focus of the foundation programme.
The case record will be used as the basis for discussion in one of the
workshops, exploring clinical reasoning, differential diagnosis and
decision making about whether or how to investigate, involve others
practitioners, refer and treat.’
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The cases brought by participants were used for discussion and marked according
to the F2 CbD assessment tool. With each method, an informal learning needs
assessment was performed: the small group was asked what it already knew
about the assessment method under discussion, prior to reviewing the documen-
tation provided by MMC and trying out the method using the stimulus materials
already discussed.

It was noted that the small groups became quickly engaged in these practical
exercises. At first, there was a fairly wide range of marks and opinions about
standards within each group, but as they started rotating around the assessment
methods, a process of peer-calibration occurred, with increasing consistency of
results (norming). This was surprisingly rapid, applied to all four groups and was
independent of the order of the assessments. The concept of inter-observer relia-
bility was introduced during one of the stations, which participants found help-
ful. It was also useful to ask in what ways performance would be expected to be
different from that of a medical student and that of a GP registrar. In these ways,
the implicit published standards (‘meets expectation’ etc.) were operationalised
by peer review. 

This was intended to be the start of an ongoing process of training in the assess-
ment methods, which will be continued in the locality-based learning sets.

Methods, part 3: learner-centred formative assessment
Each workshop presented stimulus material for one of the assessment methods
and once calibration was achieved through discussion of standards, participants
were invited to role play the giving and receiving of feedback. Techniques were
suggested for encouraging the ‘teacher’ to elicit a self-assessment by the ‘learner’,
based on the preparatory course described above. Methods of giving specific, non-
judgemental feedback on performance were also explored, inviting the learner to
evaluate the effectiveness of their clinical behaviour against their stated goals.23

Parallels were drawn between patient-centredness in the consultation and
learner-centredness in formative assessment.24

Evaluation
The day ended with a question and answer session in which any remaining issues
were discussed which had not been dealt with in the assessment stations. This
enabled us to elicit what had been learnt as well as being a practical ending for
those attending, who were able to focus on ‘Where do we go from here?’. In
addition, we used a simple written feedback form to evaluate the workshop, the
results of which were combined with our own evaluations. A written plan of the
day was recorded, together with these reflections, for modification in the plan-
ning of subsequent workshops.

Next steps
The views of workshop participants, both from the needs assessment and their
written evaluations, were used to make a case for continuing the learning sets.
The views expressed during the previous evaluation of the educational supervisor
course were valuable and were shared with those attending the assessment 
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workshop. Many participants felt that becoming involved in teaching and assess-
ing had considerably helped their continuing professional development, with
plenty of examples of positive and unintended learning outcomes. 

Testing (assessment)
There was no formal assessment of participants’ skills (either as teachers or as
assessors) during the workshop. Such assessments are incorporated into the
appointments procedure described above. Attendance at the one-day workshop
was, however, a prerequisite for application to become an educational supervisor.

Summarising the workshops
The conclusion of the day involved a collective reflection on the process of get-
ting closer agreement on grading as the afternoon progressed as well as empha-
sising the importance of continuing work in support groups. Practical issues and
curriculum plans were summarised so that participants left with a sense of what
had been achieved and what were the next steps.

Preparation of the F2 workshops was learner-centred in that it involved active
planning of how the needs of participants would be elicited with respect to the
Foundation Programme. 

Conclusion
In conclusion, the workshops on assessment were learner-centred, consistent
with the model of education explored in the introductory course for teachers in
primary care. They were built upon Socratic methods of teaching and assessing
which the potential educational supervisors had already experienced.
Engagement of participants in discussion of the curriculum enabled their learn-
ing needs to be expressed and addressed at an early stage. 

Small-group workshops were successful in actively involving those attending
through the practical tasks of trying out the different assessment methods. They
also provided an opportunity for rapid peer calibration with clarification of 
standards and for rehearsal of giving feedback to learners through role play. 

Locality-based, facilitated learning sets have been highly evaluated as a method
of providing support to new teachers on this introductory programme. Further
work will be needed to ensure that such support continues to be effective once
educational supervision of FP doctors has started. Preparation for such educa-
tional activity is likely to be successful if assessments of learning need are planned
and implemented, as required by the ‘AILMENTS’ framework. Once established,
it seems likely that some learning sets will move rapidly from facilitated to self-
directed groups25 and these are of particular relevance to teachers in primary
care.26 Participation in work-based teaching and assessing can contribute greatly
to the continuing professional development of practitioners.
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Chapter 8

Simulated surgery for the assessment
of consulting skills

Peter Burrows

This chapter will give an account of the development of MRCGP Simulated
Surgery, its current use as a consulting skills component of the examination and
its likely evolution to the Clinical Skills Assessment (CSA) of the new MRCGP,
which is to be the licensing examination for admission to the specialist register of
general practice.

The MRCGP examination 
In 1980 the gold standard for assessment of doctors completing their vocational
training in general practice was the MRCGP examination. It consisted of two parts:
the written papers, comprising the Traditional Essay Question, the Modified Essay
Question and the Multiple-Choice Question which were all taken on the same day.
Candidates were then called forward for Orals at Princes Gate or in Edinburgh if
their combined scores were sufficient. Orals consisted of two half-hour interviews,
each with two examiners. The candidates were presented with long scenarios con-
taining impossible dilemmas, to see if they could find a solution that the examin-
ers had missed. The marking was generally subjective and highly unreliable.

However, the examination underwent constant re-evaluation and change
throughout the 1980s. The search for validity and reliability led to the Traditional
Essay Question being dropped and the introduction of the Critical Reading
Question. Pressure was mounting for a clinical component to be introduced. The
examiners realised that talking or writing about what you would do in a given
situation might not test the same thing as observing what you actually did.
However, it was difficult to see how this could be done. The long case and short
cases with physical signs, used in the clinical examinations of Finals, MRCP and
FRCS, did not seem to address the skills that were considered important in gen-
eral practice.

Objective Structured Clinical Examination (OSCE)
One promising method of assessment for clinical skills was the OSCE, the
‘Objective Structured Clinical Examination’,1,2 invented in the late 1970s by
Ronald Harden in Dundee for examining medical students. Students would
progress around a circuit of ‘stations’ at each of which they would undertake a
clinical task, such as taking a BP, examining a knee, or interpreting an ECG. Their
performance was observed by examiners, who marked them according to pre-
determined criteria. A bell would sound and the students would progress to the
next station until they had completed the whole circuit.
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Walker and Walker3 first described the use of the OSCE in assessment of general
practice trainees in 1987. The college carried out pilots of the OSCE4 in 1989 using
18 five-minute stations and a mixture of written and observed tasks. The advan-
tages were that a large number of competencies could be assessed in conditions
that were the same for all candidates. The fact that clinical skills were being
addressed, was viewed with enthusiasm, but the isolation of clinical tasks was con-
sidered unrepresentative of general practice and inappropriate for fully trained
GPs, so the project was shelved. 

Simulated patients 
Another important development in the 1980s was the use of simulated patients
in medical education, which was pioneered by Paula Stillman5 in Massachusetts.
Simulated, or ‘standardised patients’ (SPs) in the American terminology are lay
persons or actors trained to portray a clinical scenario as if they were a real
patient interacting with a student or clinician. Cases can be written with specific
teaching objectives in mind and SPs can be trained to provide a consistent and
repeatable presentation. The great advantage for teachers is the availability of the
patient for scheduled sessions. The use of SPs also overcomes the problem of
obtaining consent from real patients and the risk of harming them by exposure
to poorly performing students.

The potential of SPs in assessment was soon realised and checklists were produced
for marking students’ performances. Howard Barrows6 is credited with 
early development in this field. The use of SPs was combined with OSCE method-
ology and used by many medical schools in the USA, Canada and Holland. The
validity and reliability of such examinations were studied and the state of the art was
summarised by Cees van der Vleuten and David Swanson7 in 1990. One important
principle recognised was that problem-solving skills were very context specific, and
a large number of cases had to be assessed in order to infer that a candidate pos-
sessed adequate clinical competence. Rethans et al. 8 introduced the idea of assessing
general practitioners’ performances with simulated patients to British readers in the
BMJ in 1991, and this was further explored by Kinnersley and Pill9 in 1993. 

Origins of the MRCGP simulated surgery 
During the late 1980s the ‘Simulated Office Oral’ was developed by the Canadian
College of Family Physicians for their certification examination.10 This was an
OSCE involving consultations with simulated patients, observed and marked
through a one-way mirror. Here the physician remained in the consulting room
and was visited by a series of patients, which had better fidelity for family prac-
tice. Philip Tombleson, who was convener of the panel of MRCGP examiners, had
observed these examinations and persuaded the Examination Board to explore
the use of this methodology. A development group was set up in 1991, which
included Liz Bingham, Peter Burrows, Rob Caird and Neil Jackson with Gareth
Holsgrove as education adviser.11

An early problem was terminology: the consultation in Britain is called a ‘visit’
in North America, whereas they use the term ‘consultation’ for referral (the GP
consults the specialist) and our visit is a ‘house call’. The Simulated Office Oral
(SOO) is so-called because the GP’s surgery is the ‘office’. We opted for the
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Simulated Surgery, which is equally confusing to our North American colleagues,
who think it concerns surgical training in the operating room! They use ‘standard-
ised patients’ (SPs), while we use the term ‘simulated patients’ or role players.

Role players
The role players in the MRCGP simulated surgery were friends and colleagues of
members of the organising group; some were patients and others practice staff;
none were professional actors, although several had amateur dramatic experi-
ence. They were approached informally and agreed to help. They were remuner-
ated with a sessional fee and travel expenses.

They would be given a briefing about their case with details of their age and
occupation and what they had come to see the doctor about. They were told
about important features of the history, but warned not to deliver these directly
without the doctor making appropriate enquiries. They were briefed about
underlying worries and concerns, which it was expected that the doctor should
elicit. However, they were given scope to mould the role to their own perception
of the patient and permission to react naturally to the approach and style of the
doctor. Above all, they were to try and achieve consistency between enactments
so as to give each candidate a fair and equal opportunity to score marks. 

We tried to match the cases to our role players, but avoided using actual suf-
ferers from the condition being portrayed as we felt this might risk harming them
if they were badly treated or misinformed by poor candidates. Two other groups
were excluded: actors and actresses who we found tended to embellish the role
with drama and emotion, and doctors, who, we discovered, could not resist the
temptation to teach the candidates!

Case writing 
We started writing cases drawn from our own experience in practice. We took
simple presentations such as back pain, sore throat, or anxiety and depression.
We added some less common scenarios such as new angina and diabetes, which
we felt it important that the candidates should be able to manage correctly. We
looked at the ability to give health advice in a heavy drinker and a new preg-
nancy. We wrote a case about the recurrence of metastases in breast cancer to test
breaking bad news. And we made a foray into confidentiality with a case where
a mother comes asking for her 17-year-old daughter’s test results.

We had cases about genital herpes and urethral syndrome to test candidates’
comfort with handling sensitive personal issues. We also tried to test the ability
to deal with social issues using a lady who was agonising over whether to put her
aging parents in a residential home. This was later discarded, due to its cultural
sensitivity; Asian candidates had no dilemma – the lady should give up her job
and devote herself to nursing them at home. We would often find that a case
played quite differently from the way we expected when it was written. For
example, where we had expected that most candidates would prescribe a drug,
we found that many, both good and poor candidates, did not, so that prescribing
was not a discriminating element of the case.

We learnt early on that you could not really test diagnostic skills in the sim-
ulated surgery. If candidates were explaining different diagnoses and treating
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different conditions, you could not mark them in a comparable way, so we
made the diagnosis very plain and concentrated on how candidates gathered
history and elicited the patient’s concerns. What we could test were consulting
skills, and there was no other part of the examination where this could be
done. Clinical skills were a necessary context and could not be separated from
the assessment of consulting skills, but it was in the latter that you could recog-
nise important differences in candidate behaviour. 

Domains of consulting skills
We categorised consulting skills into five domains, which seemed to be relatively
discrete and, moreover, described the tasks of the consultation in chronological
order (see Box 8.1).

Box 8.1: Domains of consulting skills

Information gathering:
Taking a focused and efficient history 
Performing appropriate physical examination 
Obtaining information from the records provided

Doctor–patient interaction:
Facilitating expression of the patient’s story 
Eliciting the patient’s concerns and expectations 
Using listening skills and non-verbal cues

Communication:
Explaining the problem and options for treatment
Negotiating the patient’s agreement 
Using appropriate language, checking understanding 

Clinical management:
Devising a safe and effective management plan 
Rational prescribing, investigation and referral 
Rational use of time and resources

Anticipatory care:
Recognising implications for patient and others
Appropriate follow-up and surveillance 
Opportunistic health promotion and advice

• ‘Information gathering’ is about gathering bio-medical information that is
essential for making a diagnosis and excluding potentially serious conditions.
Although we do not simulate physical signs, we expect candidates to under-
take physical examinations when appropriate in such a way that they would
find them if they were present. 

• ‘Doctor–patient interaction’ measures patient-centredness and we find it
remarkably discriminating. Good listening, open questions and non-verbal
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skills will facilitate the telling of the patient’s story and allow the candidate to
pick up cues that are present.

• ‘Communication’ looks at verbal skills and rewards the candidate who can
explain their understanding of the problem in a way that the patient can
understand. Particular skills such as negotiating the acceptance of treatment
and breaking bad news are included here. 

• ‘Clinical management’ examines decision-making skills and formulating a
plan of treatment. Like the video component we are keen to reward the offer-
ing of options and we would penalise poor use of resources, such as ordering
MRI scans for simple backache. We also ensure that the candidate can recog-
nise and manage urgent situations safely. 

• ‘Anticipatory care’ is about what happens when the patient leaves the sur-
gery, how follow-up will be arranged and about the implications of the
patient’s illness for other people. Appropriate health promotion is also
included.

These categories are useful in that we can divide up the marks awarded for a case
equally between the domains, although sometimes a domain will feature more
than once in a case (for example, history taking and physical examination).
Recent research has validated the domains, showing that a candidate’s perform-
ance in one domain may be independent of their performance in another, and
that this pattern may hold across a number of different cases in the circuit. Thus
we have quantitative ways of identifying the candidate who takes an excellent
history, but ignores the patient’s concerns, or the good communicator who is
nevertheless clinically inept. This gives us an objective basis for offering forma-
tive feedback, which is offered to failing candidates who enquire about their per-
formance. At the same time we believe that we have devised and validated a
useful model of the consultation.

Marking system
Devising a marking system proved to be the most difficult part of the project.
Initially, we had generic marking schedules, which were applied to every case.
However, these blunted the discriminating features of our case scenarios, because
they covered so many general points that most candidates gained similar marks,
even though their performance was plainly dissimilar. We therefore moved to
case-specific marking schedules, different for each scenario, and covering the key
tasks of the case. This is a major strength of the simulated surgery versus video
or direct observation, because the cases are pre-written, and therefore expected
good or poor performance can be defined prior to the assessment. Furthermore,
the marking can be confined to those key tasks, which are essential for the doc-
tor to address in order to achieve a successful outcome of the consultation.
Georges Bordage in Canada enunciated this ‘key features’ principle.12

Unlike an undergraduate OSCE, where there is usually agreement on the cor-
rect way to perform a clinical task, in a GP consultation there may be several ways
of doing it that are equally valid and successful in outcome. So the traditional
checklist of a mark for every element (one for this, one for that), of the history,
examination, explanation and treatment is not appropriate. Checklists also
encourage candidates to adopt a scattergun or grapeshot approach in the hope of
gaining more marks. Instead, we decided to use a grading system based on the
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observer’s judgement, namely how well did the candidate perform within each
domain, on a five-point scale between excellent and unacceptable. Research stud-
ies have shown that global judgements yield higher reliability, better construct
validity and better concurrent validity than checklists in SP based examinations.13

The use of examiner judgements versus observers’ marks has had far-reaching
implications for the simulated surgery. This contrasts with the Leicester model
developed by Justin Allen and Ali Rashid,14–17 in which the role players them-
selves are trained to mark the case using a schedule based on what the doctor did
and how the patient felt. The use of experienced GPs as examiners in our model
allows flexibility of judgement at a far more sophisticated level and is likely to be
more acceptable to candidates undertaking a high-stakes examination. However,
this has contributed substantially to the costs and manpower required for the
examination and has retarded the widespread adoption of simulated surgery in
the MRCGP.

Validity and reliability 
We needed to test our cases to ensure that they measured what we intended
them to (construct validity) and revise them if necessary. We therefore held a
number of pilot trials using VTS course registrars as candidates in venues around
the South of England.18 We had eight core cases that were used in each pilot,
with two or three new ones on each occasion. Eighty-seven candidates were
examined and we were able to distinguish between them with a wide range of
marks (29–93%, mean 68%, SD 11.4%) (see Figure 8.1). Furthermore we
seemed to be able to place correctly those whom the course organisers identified
as their high flyers and their weaker brethren. This provides an indication of good
concurrent validity. 
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Figure 8.1: Low end of score distribution.

The reliability19 of an examination indicates the reproducibility of the results and
hence the likelihood that candidates would achieve the same scores if you tested
them again. In most examinations it is measured by Cronbach’s Alpha coefficient,
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which is a measure of internal consistency and shows the degree to which 
candidates’ final scores are consistent with their case scores. It is expressed on a
scale of 0 to 1 and the Alpha of our eight-case pilots was 0.65. An Alpha of 0.8
or above is considered to be the gold standard for a high-stakes examination, and
to reach this level more judgements need to be made, implying a longer exam
with more cases. Our initial calculations suggested that we needed 16 cases, and
indeed we launched the exam with 20 but soon reduced the number to 12. 

Additional reliability can be achieved with training of role players and markers
to improve the consistency of their performance. Another contribution can be
made by monitoring the correlation of candidates’ performance in each case with
their performance on the other cases in the circuit. Cases with a low or negative
correlation are reviewed and some have been discarded from the casebank. The
12-case examination has returned Alpha coefficients of between 0.74 and 0.87 in
the past 7 years.26

Standard setting
Separating good from poor performance reliably is the essential function of any
examination. But how good is good enough and how poor is unacceptable?
Figure 8.2 shows the marks distribution in the pilot trials. Where should the pass
mark be? Traditionally in medical exams it is set at 60%. This would fail 17 of our
87 registrars, which is 20% and arguably too many. We can be confident that the
last three should fail, so why not set the passmark at 45%? However, that repre-
sents pretty minimal performance and why go to all this trouble to eliminate just
3.5%? Standard setting is an arbitrary business and dependent on the needs of
the authority setting the exam. Using the Hofstee ‘compromise’ method allows
one to offset the desired marks against an acceptable failure rate20 and we came
up with a pass mark of 53.3%, which fails seven candidates (8% of the cohort).
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Figure 8.2: Distribution of scores for 87 candidates.

Standard setting should ideally be criterion referenced, but application of the
Angoff technique as used in written papers is highly resource-intensive and takes
no account of the conditions in an SP examination that may lead to variations in
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difficulty. However, in SP exams one can make use of the judgements of the
examiner group who have just observed the candidates interacting with the SPs.
This is the basis of the ‘contrasting groups’ and ‘borderline groups’ methodolo-
gies21,22 developed in Canada and North America.

We devised a modified ‘contrasting groups’ method,23 which sets the pass mark
at a point where 50% of examiners would pass a candidate. Subsequently we
adopted a ‘borderline candidate’ method, asking the examiners to rate a hypo-
thetical ‘just passing’ candidate on the case, that they had just marked. These
marks were then combined and applied as the pass mark for that examination. It
would vary a little between examinations, depending on the harshness of the
examiners and the difficulty of the cases selected. Eventually, however, we have
settled on a fixed pass mark, which is just above the score that would be obtained
by a candidate who is awarded a borderline (‘b’) grade on every element of the
examination. The justification for this is that each grading decision is referenced
to the examiner’s own implicit standard of adequate performance.

Video module and eligibility
While this work was going on, the college was developing a parallel assessment of
consulting skills, the video component.24 Peter Tate led a development group,
which created a method for assessing the performance of candidates on a videotape
of live consultations made in their own surgery. Analysis of the skills needed in
good consulting was refined by consensus of the panel of examiners and a detailed
set of criteria was developed that could be applied by trained observers. Candidates
know what these criteria are, and are invited to submit a videotape of consulta-
tions, which demonstrates their mastery of them. The video component does lack
the advantage of providing a standardised challenge to the candidates, but it has
significant advantages in terms of manpower and cost. Whereas in the video, three
candidates are examined per examiner day, in the simulated surgery the number is
only two, not to mention the additional cost of employing role players. 

The Exam board therefore decided to restrict the simulated surgery to those
candidates who were unable to make and submit a video. This effectively
excluded current registrars who could use video in their training practices, but
catered for principals, those not in current practice, overseas candidates, those
who consult in foreign languages and those with an ethnic patient population
who will not consent to video. So we started with an atypical cohort of candidates
and a correspondingly high failure rate. More recently, with the modular MRCGP,
many candidates, especially women GPs, delay taking the consulting skills com-
ponent until after the completion of their vocational training, when they are tak-
ing a career break or doing locum work. They cannot therefore prepare a video
and are thus eligible to enter the simulated surgery. We also see a proportion of
those who are resitting their consulting skills module after an earlier failure to pass
the video. Simulated surgery is provided as a free choice instead of video assess-
ment for candidates taking Membership by Assessment of Performance (MAP).

Establishing the simulated surgery
In July 1997 the first MRCGP Simulated Surgery examination was held at Princes
Gate. Twenty-three candidates were examined in three days using 20 cases. The
ten role players each played one case in the morning and a different case in the
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afternoon. The organisation was brilliant, the results highly discriminating, the
reliability magnificent and the cost astronomical! After some frenzied extrapola-
tion, we decided to reduce the examination to 12 cases, a compromise between
the number that could be fitted into a single circuit and the likely loss of reliabil-
ity. This proved to be a successful decision and the simulated surgery has run 12
case circuits with high reliability ever since.25

The following year, we moved to Millbank, the RAMC headquarters and the
tradition of residential venues for the team of examiners and role players was
established. This allows the bedrooms in which we sleep to be used as consult-
ing rooms for the examination the next morning. It overcomes the problem of
using screened off sections of a hall, where candidates who have completed
their consultation can listen in to the next case being done by their neighbour.
It has also encouraged a remarkable esprit de corps to develop between exam-
iners and role players, born of socialising together at meals and evening enter-
tainments.

A year later, we moved to the Beaumont Conference Centre in Windsor. This
had the space for us to scale up our operation and run two parallel circuits simul-
taneously on different floors of the building. We were now able to examine 52
candidates in a day, giving us a capacity of 128 candidates in a 2½-day examina-
tion. Careful synchronisation of each role between the two role players and cal-
ibration of the marking between the two examiners involved was required, and
this necessitated a short training session at the beginning for each ‘quartet’, who
were provided with a training video of the role. Analysis of the marking showed
high concordance between the pairs of examiners in terms of mean, standard
deviation and range of marks awarded for the same case on different circuits.
Consistency of role playing was also monitored by ‘floating’ observers.

Subsequent refinements to the examination have included increasing the
range of grades which the examiners use to parallel those of the oral exam (a
nine-point scale ranging from ‘outstanding’ to ‘dreadful’); also a reduction of the
number of domains to four by combining ‘Management’ and ‘Anticipatory Care’;
the core group is also testing ways of using the role players’ views on the inter-
personal aspects of the consultation, which are clearly valid, but not always
reflected in the examiners’ grades. This is an important representation of the
‘patient’s voice’ which will add another dimension of validity to the assessment
of doctors entering practice. The results of the last seven years of the simulated
surgery have been reviewed and a report has been accepted for publication in
Education for Primary Care.26

Organising the examination
Organising a session of the simulated surgery is a complex business requiring
advance planning, booking of personnel, preparation of paperwork, arranging the
rotation, timing the consultations and recording the marks. Attention to detail is
crucial; a missing record, a muddled rotation or an absent role player can crash the
whole examination. A major strength of our examination has been the adminis-
tration. Frances Cloyne who was Faculty Support Manager in Wessex took on the
task of organising it and developed the formidable expertise that we came to
depend upon. This part of the examination was organised in Wessex until 2005,
when the task was taken on by the examination department at Princes Gate. 



So what happens at a simulated surgery examination?27,28 Candidates are
given a time and place to attend, and they get a briefing from one of the organ-
isers. They are told to expect a surgery of 12 patients, which resembles a normal
surgery in a practice where they are the new doctor. They will find an appoint-
ment list and brief records of each patient in the consulting room. A whistle is
blown and the patient enters, followed by an examiner who is there to observe
and plays no part in the consultation. The patient will say why they have come,
and a normal consultation should ensue. Physical examination may be carried
out, if appropriate to the case, but intimate examinations are not expected and
will be declined. After 10 minutes a second whistle is blown and if the consulta-
tion has not reached a natural conclusion before this, the patient will get up and
leave as no further marks can be gained. After a two-minute break while the
examiners record their grades, the whistle is blown again, and the next patient
comes in. This continues, with a break for tea or coffee after six cases, until each
candidate has seen all of the 12 patients.

The grades are entered into an Excel spreadsheet, which converts them into
marks that are then summed and expressed as a percentage of the maximum avail-
able for the case. A mean of the 12 case scores is taken as the final examination
score. The pre-set pass mark is applied to determine whether a candidate passes or
fails. This is a fully compensatory system in which good performance on some cases
will balance out poor performance on others. This acknowledges that even the best
candidates may do less well on some cases and recognises the context specificity of
clinical competence. A proposal to require a minimum standard of performance in
each domain, using subsidiary pass marks applied to the domain subscores has been
considered but not implemented. Merit classification is awarded to those candidates
in the top 25% of the rank order for each examination.

The future of simulated surgery
From July 2007 summative assessment and the MRCGP will be combined into a
single examination, which will not only admit candidates to the college, but also
become the licensing examination for entry into general practice. This may be a
different standard from the existing MRCGP, an issue that is causing a lot of con-
troversy among members! The Joint Committee on Postgraduate Training for
General Practice (JCPTGP) has been replaced by the Postgraduate Medical
Education and Training Board (PMETB). It has devised a tripartite assessment,
which, in common with other specialties, will be administered by the Royal
College. This will consist of a workplace based assessment, an MCQ knowledge
test and an examination of clinical skills. This clinical skills assessment (CSA) will
use the methodology of the simulated surgery and is under development by a
working group of the panel of examiners. The purpose of the CSA has now been
defined as, ‘An assessment of the doctor’s ability to integrate and apply clinical,
professional, communication and practical skills in a general practice setting’.

Unfortunately the decisions about how the CSA will be organised are still
under discussion and not yet in the public domain. However, the principles of the
new examination are clear and the CSA will undoubtedly take the form of a sta-
tion-based examination. It may be that not all stations will be patient consulta-
tions, and some may be mini-orals in which decision-making skills are examined
by a live examiner, perhaps relating to a case, which has just been presented 
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previously on the circuit. A 14-case circuit is probably at the limit of feasibility if
two circuits are to be run in one day. This will restrict the scope for extending the
content without loss of reliability.

The logistics involved are daunting. The existing simulated surgery will have
to be scaled up from 240 to 2500 candidates a year. It is unclear at present
whether the examination will be held on a regional basis or in a central exam-
ination venue. It is certainly possible to syndicate the same set of cases and run
them simultaneously in a number of venues. This is done in Canada, where the
LMCC OSCE is run in 17 centres, across five time zones, and in two languages
simultaneously.29 The new examination will require the recruitment and train-
ing of a large number of role players. They cannot perform for more than two
and a half days without suffering fatigue and loss of consistency.30 A much larger
group of examiners will be required and this ought to increase the sense of own-
ership of the examination amongst members. It is important not to develop an
elite corps of assessors who are perceived as distant from the trainers and work-
ing GPs. This is both an opportunity and a challenge for the college. 
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Chapter 9

Video assessment

Adrian Freeman

Introduction
Using video recording allows unobtrusive assessment of candidate performance.
Such assessments are often labelled high fidelity, implying good validity. As with
most assessments the utility of video assessment is a function of many compo-
nents and not just of validity. Assessment of performance moves to the top of
Miller’s triangle, a measurement of what the candidate actually does.1 Direct
observation of clinician behaviour has a long tradition in medical assessment.2

However, it can be difficult to make reproducible and standardised assessments.
This can create compromises to reliability. On the other hand observations of sim-
ulated activity such as OSCEs or simulated patients allow standardisation with
improved reliability but simulations can weaken validity. Video creates a perma-
nent valid record of performance that can be assessed with reliability. 

The video is merely a means of recording and can therefore record many dif-
ferent activities to be assessed. This may then create an assessment of psychomo-
tor skills such as surgical techniques, communication skills, simulations or even
complete practice.3 Leaving a video camera constantly running will give a ‘spy in
the cab’ observation of what a clinician is actually doing in practice. However, the
limitation is that someone has to take the time to watch the video to make the
assessment. 

Formative to summative assessment
Video observations have been used in many aspects of medical education. They
have been valuable as a teaching tool in both undergraduate and postgraduate
training. As a formative assessment they can monitor improvement in commu-
nication skills. In family medicine video has been used to assess consulting skills
for nearly 15 years.4 What began as a formative teaching tool was seen as a good
opportunity for a high fidelity summative assessment. In the UK video assess-
ment has become part of the licensing requirements for general practice.5,6

Videotapes of consultations recorded in the surgery allow assessment of consult-
ing and communication skills. As with most examinations accuracy of assessment
in videos is enhanced by having structured report forms.8 The details of that
structure are ideally informed by blueprinting of the assessment and then con-
sensus agreement on marking criteria. Inevitably subsequent piloting of the
process will further refine a marking schedule. For example, the MRCGP video
marking schedule was derived from an initial Delphi exercise of over 100 prac-
tising GPs who rated what they thought were important parts of a consultation.6

This large list was then honed down through pilot work to 15 competencies or
performance criteria that worked well in an assessment. These criteria were
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grouped into five areas: discovering the reason for the patient’s attendance,
exploring the problem, tackling the problem, explaining the problem and mak-
ing effective use of the consultation. The standards of competence were agreed
by the profession and candidates submit videos of consultations that they have
selected to demonstrate those competencies. That process of case selection can be
a critical part of video assessment. Some of the contexts of the consultations can
be specified, such as a consultation involving a child and a consultation involv-
ing a mental health case. Candidates can spend a long and probably unnecessary
time trying to select the absolute perfect combination of consultations. An alter-
native method would be to judge sequential consultations, i.e. remove the choice
from the candidate. This would inevitably require more judgement time and is
unlikely to enhance the reliability.

The issues for standard setting in a video assessment are the same as for other
assessments. The purpose of the assessment should be clear as different end
points may require different methods of standard setting. Most commonly with
video, as an assessment of performance, standards will be set using a criterion ref-
erence, i.e. how many of the selected competencies or tasks have to be demon-
strated to pass. The established methods of Angoff and borderline regression have
been used and described successfully with video assessment of general practice.7

The methods chosen should take allowance of the fact that the material pre-
sented is often variable in context and content. 

Validity and reliability 
A recent article by Downing and Haldanya9 addresses some threats to validity rel-
evant to video assessments; in particular how many cases and the effect of judges.
The number of cases refers to the threat of construct under-representation. It is well
known that performance and knowledge in one domain does not predict others.
For example, a candidate scoring highly on a cardiology case may score very poorly
on a respiratory case. Multiple short observations are more defensible than in depth
analysis of a few.10 The blueprinting process should indicate the areas of knowl-
edge/performance that the assessment should be sampling in. It is therefore prefer-
able for the assessment to be of observations of different types of clinical
encounter/material and for there to be as many observations as possible. The num-
ber of observations is limited by the feasibility of the time and resources to judge
them. Increasing complexity of the clinical material allows a more realistic assess-
ment than low challenge simple encounters. However, over-complex situations
such as multiple patients consulting with multiple problems on the same occasion
create difficulties of marking. As with all assessments best practice is to give feed-
back to failing candidates of how they could improve. One of the common reasons
for failing the MRCGP video examination is that candidates have submitted low
challenge consultations that do not allow them to fully demonstrate their skills.
Feedback on this point allows them to submit more appropriate cases in the future.

The other threat to validity in video assessment has been labelled as construct
irrelevant variance and refers to the variance of raters (judges).9 In particular this
refers to the ‘halo effect’ where a judge is influenced for either the good or bad by
candidate performance in the first case. For subsequent cases the rater judges
according to that initial belief of candidate performance rather than the actual per-
formance in subsequent cases. However, there are other aspects of rater variance



such as interpretation of marking scales, severity of the judgments, difficulty in
rank ordering, etc. It is theoretically possible to make statistical adjustments to the
final score to take these factors into account. However, 7–11 independent judges
have been estimated as being sufficient to compensate for this problem.11

A Dutch study has looked specifically at the effect on reliability of the number
of judges and cases for a general practice video assessment. This generalisibility
study demonstrated good reliability with one judge observing 12 cases or two
judges watching a total of eight cases.12 That same study concluded that video
assessment of GPs in daily practice was not only reliable but also valid and feasi-
ble. Similar results were found in a study of video analysis of Australian general
practitioners.13 The British Royal College of GPs consultation assessment module
uses seven judges independently watching one each of a total of seven cases.14

Educational impact
Several recommendations can be made about judges to improve the performance
of the assessment.11

1 Educate and train the judges.
2 Establish the meaning of the ratings/competencies.
3 Provide time for judgement. 
4 Judge specific performances. 
5 Give the judges feedback about their performance.

It is said that assessment drives learning and educational impact is one of the
stated components of utility. Campion and others looked in detail at the perform-
ance of over 2000 candidates in the MRCGP video examination.14 They particu-
larly looked at what is known as the patient-centred competencies in the
consultation. Whilst there are many issues about the precise definition of patient
centredness15 these competencies measure areas which have been shown to
improve patient care. The initial cohort study indicated that these training doc-
tors were in fact not good at patient-centred behaviours. Subsequent review
three years later showed a real increase in demonstration of these behaviours.16

The assessment had indicated to candidates that these were important aspects of
patient care and they were expected to be demonstrated. The candidates and
their teachers had taken that message on board and the assessment had clearly
driven learning.

Acceptable method?
Unless the judges have significant linguistic capabilities then one limitation is that
the clinical encounter should be in a language that the judge understands. Of
course there may be cultural reasons which would not allow video recording 
of patient care.

An important aspect of video assessment of doctors consulting with real
patients is to obtain the consent of the patient. As the videotapes will be seen by
independent judges it is vital that explicit consent is sought from the patients. The
consent should clearly state the purpose of the recording, who will see it and the
arrangements for subsequent destruction of the video. The patient should not
feel that they are under pressure and should understand that non-consent would
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have no detrimental effect on their clinical care. The seeking of consent should
be independent of the direct involvement of the doctor and after the video the
patient should be given time for reflection before giving final consent. It is under-
standable that some patients will not consent. An early study of video in UK prac-
tice showed that the percentage was small but particularly identified that consent
was more likely to be withheld by younger patients and those with mental health
problems.17

One assumption is that knowledge of being observed will lead the doctors to
behave in a different manner to normal. However, an early study of consulting
behaviour in the UK showed that doctors are not affected by having the consulta-
tions video recorded.18 Another study showed that general practitioners felt that
video assessment was more recognisable to the doctors as normal practice than a
multiple-station examination.19 In this comparison of assessment of practising
physicians the same doctors submitted videos of their consultations for assessment
and took part in a multiple-station simulated examination. In fact that study sug-
gested that video assessment was favoured to multiple-station examination using
simulated patients in validity, reliability and feasibility.

Summary
A video-based assessment is close to assessing what a candidate actually does and
provided attention is paid to certain aspects, the assessment has a high utility.
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Chapter 10

Summative assessment

Moya Kelly and Murray Lough

History
In 1975 the Joint Committee for Postgraduate Training for General Practice
(JCPTGP) was set up with the responsibility for conferring the rights of independ-
ent practice. The JCPTGP contained representatives from General Medical
Service Committee (GMSC) and the Royal College of General Practitioners
(RCGP), with nominees from other bodies such as universities. In 1979 it became
a requirement for doctors to complete a year as a trainee in general practice to
achieve certification and by 1982 it had become necessary to complete two years
of approved hospital posts and a trainee year. For each of these posts, the respon-
sible trainer had to complete a statement of ‘satisfactory completion’. The mean-
ing of this term was rather vague and the interpretation of ‘satisfactory’ equated
to completing the appropriate time in the post. The situation was clarified in 1990
by the Chairman of the JCPTGP, GMSC and the RCGP who stated that the doc-
tors should have reached an acceptable standard of competence.1 Despite this it
was unusual for a registrar not to receive a satisfactory completion certificate as
this could only be triggered by the informed signature of the trainer.  Between
1989 and 1992 the proportion not receiving certificates was 0.26%.2

There was an assumption by the public, shared to some extent by the medical
profession, that doctors entering on restrictive practice, either as general practi-
tioners or as consultants were of proven competence. This was not the case and
a review group was set up in 1995 to look at the identification of poorly perform-
ing doctors. Their report indicated that there was a significant problem and rec-
ommended that for general practitioners ‘systems for objective assessment
against a national framework should be introduced as soon as possible’.3 A 
system of summative assessment was therefore developed and put in place for all
general practice registrars on 4 September 1996.4,5

Development of the system
The two key questions to be addressed were as follow. 

1 What should be assessed?
2 How should it be assessed?

Before deciding on specific instruments it was necessary to define the attributes
to be tested. It was impossible to decide whether a doctor was competent with-
out first deciding what aspects of knowledge, skills and behaviour make up com-
petence. In general practice this is not an easy task because of the wide-ranging
nature of the job.
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The Joint Committee sets out the following basic attributes required in a 
doctor at the end of training:

• adequate knowledge
• adequate problem-solving skills
• adequate clinical competence
• adequate consulting skills
• adequate skills in producing a written report of practical work in general prac-

tice
• adequate performance of skills, attitudes and knowledge.

In order to assess such a wide range of attributes a variety of tools was developed4

containing the following components:

• a multiple true/false paper
• submission of videotaped consultation
• a trainer’s report
• submission of an audit project.

In order to pass summative assessment a trainee had to pass all four components.

Multiple true/false paper
Multiple-choice question (MCQ) papers test factual knowledge and problem-
solving skills and allow candidates to be ranked. For summative assessment pur-
poses an additional step was required to devise a pass mark that equated with the
minimal acceptable knowledge base. The process of defining this pass mark
involved using the Angoff and the Hofftee techniques.6,7 In this a group of expe-
rienced general practice principals analysed the paper question by question and
produced a figure for the percentage of trainees with minimum acceptable com-
petence whom they would expect to answer the questions correctly. By this
means a preliminary pass mark was determined which could then be further
modified. Summative assessment MCQ is offered four times per year and is free
to candidates. It is a three-hour examination that initially consisted of 260
true/false questions and 40 extended matching questions. The number of
extended matching questions was gradually increased and the paper currently
consists of 170 true/false questions, 80 extended matching questions and ten sin-
gle best answer questions. 

The true/false section of the paper is composed of 20% of questions that are
taken from an earlier paper and are called ‘anchor’ items. 50% of the questions
have been used previously but more than 18 months ago and 30% are new
questions. The extended matching questions are usually new each time but
those that are not new will have been used more than two years previously.
There is no negative marking. The true/false questions cover topic areas that are
found in general practice with the proportions being internal medicine (medi-
cine, therapeutics, surgery, psychiatry, geriatrics) 45%, child health, womens’
health, external medicine (ENT, ophthalmology, dermatology) 50% and prac-
tice management 5%. Extended matching questions use a blueprint for topic
areas and cover diagnosis, investigations, management, therapeutics and health
promotion. 
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MCQ pass rates
The pass rates for the MCQ component are high. In the first five years almost
9,000 candidates took the MCQ at least once and of those only 63 had not passed
at that time. As explained before there is no fixed pass mark. This is decided at
the standard setting meeting which happens once a year. 

The paper is marked by optical scanning and the detailed analysis is carried out
on each paper to check reliability which has always been above 0.8. All items are
analysed statistically for facility and discrimination values. 

The former checks how easy the question was for the candidates and the lat-
ter relates to the relationship between passing individual questions and perform-
ance in the test as a whole. The expectation is that those who score highly on the
tests as a whole are more likely to answer individual questions correctly.
Questions that are easy, as measured by the facility score often show a weak or
negative correlation. 

If a candidate fails they can repeat the MCQ paper, up to three attempts, in
their registrar year. If the candidate fails on three occasions they would have a
meeting with their regional director to look at their educational needs and assess
the requirements for further training. Each candidate is given their pass mark,
the pass rate, failure rate and the minimum and maximum marks, the mean
mark and one standard deviation for their registrar group. No feedback is given
on particular areas of weakness as the number of items in any one area is too
small to give a meaningful result for the candidate. Since 1996, registrars who
satisfy the MRCGP examiners that their performance in the MRCGP MCQ is
adequate (pass or passed with merit) are exempt from undertaking the COGPED
MCQ. Only a small number of registrars uses this option to pass the component,
the majority taking the summative assessment MCQ which is a no-cost option
for registrars.

Before the final mark is decided the paper is reviewed and questions that are
found to have errors or that have a poor facility and discrimination are sup-
pressed. In the first five years of summative assessment 7,653 candidates under-
took the process, 273 (3.6%) were unsuccessful. Of these failures ten had failed
the MCQ. 

The MCQ is a good way of testing factual knowledge and problem solving. The
summative assessment MCQ has identified individuals with significant knowl-
edge gaps. Some may criticise a summative assessment process that allows indi-
viduals to retake the component several times during the year. However, the
evidence shows that the more often the MCQ is sat and failed the less likely an
individual is to pass.

The MCQ could be further developed by expanding the number of extended
matching and single best answer questions. It is going to be merged with the
MRCGP MCQ in 2007 as part of the new MRCGP that will replace the existing
summative assessment.

Consulting component
The challenge of assessing consulting skills was to develop a system that had 
reliability and validity while being feasible and practical to implement. An 
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ideal assessment performance would be where a doctor was unaware that the
assessment was taking place. Work in this area has been carried out particularly
in Holland with the use of simulated patients.8,9 This method would not be with-
out its problems in the National Health Service where such patients would need
to be treated as temporary residents and where the length of appointments is not
within the control of the GP registrars. At the time of the development of the
summative assessment process a number of methods were available that looked
at consultation competence.10,11,12 In each of these methods results were pre-
sented in numerical format which required a relatively arbitrary decision as to
the cut-off point for minimal acceptability. These scales were not designed specif-
ically for the identification of the non-competent GP but were very useful in giv-
ing formative feedback.10,11,12

Observation of performance in the workplace undoubtedly has face validity.
However, reliability can be much more difficult to achieve, especially if markers
are used to make a judgement. The use of simulated patients has an advantage
in that each candidate can be presented with the same set of problems to deal
with. This is very helpful if it is wished to rank candidates and impressive relia-
bility figures can be achieved with this system. Simulations tend to be used to
assess specific skills rather than overall competence in most cases.13,14 The system
developed for summative assessment used real consultations. This allowed the
GP registrar to record the consulting session at a time of his/her choosing and to
select consultations that they felt demonstrated their competence. There was no
evidence that the presence of a video camera in the consulting room affected
patient satisfaction.15

COGPED video
The COGPED video looked at generic skills such as listening, negotiating and
making reasonable decisions at minimum competence level. Registrars submitted
a tape of two hours duration with a minimum of eight consultations on the tape.
An instrument was developed looking at broad criteria – listening, action and
understanding. A judgement was made independently by an assessor for each
consultation as to whether this was satisfactory or whether they had doubt about
a registrar being competent. Having watched a minimum of six consultations an
overall global judgement was made as to whether the individual should pass or
be referred. This type of global assessment has been shown to be more reliable
than numerical assessment. The reliability of the instrument was tested in real
patient consultations and found to be adequate and in the pilot had a failure rate
of around 5%.16 No GP registrar failed the process until their performance had
been reviewed by at least six assessors, four of whom are from outside the local
region (see Figure 10.1).

Initially the assessment of consulting skills was solely by the COGPED video
method. In January 2000 other methods were approved for the assessment of con-
sulting skills. These included simulated surgery17 and in the summer of 2001 a pass
in the video component of the MRCGP was accepted as a pass in the summative
assessment consulting skills module. A fail in the MRGP automatically entered the
summative assessment process and was sent along with other COGPED tapes to
first level assessors.
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All assessors are trained and experienced general practitioners. At first level the
assessors watch the tape independently having selected a minimum of six con-
sultations from the material submitted. The judgement is as described above and

Video submitted (two hours of consultation)

Two first-level assessors watch independently

Both pass One or both refer

Pass Second level watch together

Fail

National Panel

Fail and further training

Figure 10.1: Video assessment process.



there is a referral rate of 20% of tapes viewed to second level.16 The role of the
second level assessors is to look at material referred by first level and make a
judgement as to whether the registrar is above or below minimal competence.
They watch the tape together and judge the consultation independently before
discussion. Second level must agree the final pass/fail decision. If they fail a tape
it is then sent to another pair of second level assessors from a different deanery
who are called the National Panel. The process they follow is the same as that
described for the second level assessors but their role is to ensure fairness 
and equity. Their decision is the final one and they can overturn a second level
judgement.

Critique of the system
The system developed has shown to be feasible and thousands of registrars have
now undertaken the COGPED method of assessment. In terms of validity the
video is a way of observing the doctor at work and does look at real perform-
ance rather than surrogate measures such as patient satisfaction or trainer opin-
ion and therefore can claim face validity. Outcome validity would require a
longer term follow-up with large numbers of registrars who had been deemed
competent by different assessment methods.

The original research used videotapes from ten registrars and these were
assessed independently by 25 assessors. The conclusions were that using two
assessors for registrar tapes produced a 95% probability of identifying an unsat-
isfactory registrar (sensitivity), while identifying 20% of satisfactory registrars
(specificity). In today’s assessment climate the reliability of the tool would need
to be determined, inter-rater reliability and the relationship between individual
consultation judgement and global judgements. The original work did show that
assessors’ judgements were unlikely to change after watching four consultations. 

All first level and second level assessors are calibrated on an annual basis.
Protocols for maintaining assessor competence both at first and second level have
been developed and are used as part of the quality assurance mechanism for
deanery visits.

To monitor the fairness of the system a process of quality control was devised
and has evolved over time. First level quality control is carried out by a small
number of first level assessors and has shown consistency in their judgements
and has been specifically calibrated for this purpose. The same process was car-
ried out to identify second level assessors to participate in quality control. Initially
a sample of one in ten first level deanery passes and one in five second level
deanery passes were selected. From October 2000 the sampling was increased for
first level passes to one in eight and for the first time all National Panel passes
were included in the quality control process.

The accuracy of the data, the tracking and monitoring of the summative assess-
ment system was the deaner’s responsibility and is dependent on a good admin-
istrator and database system. The whole system is monitored nationally by a
single summative assessment administrator who liaises with the deanery admin-
istrators in the collection of the appropriate data. Bi-annual feedback is sent to
the Joint Committee that has now been superceded by the Postgraduate Medical
and Education Training Board and to the directors on their deanery performance.
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National results
From 1 October 1996 until the 31 March 2005, 16,410 general practice registrars
have undergone the summative assessment process. The number of registrars sit-
ting the MRCGP single route has increased year on year as has the pass rate and
those who gained merit. The implication for this is that there has been a decrease
in the number of tapes coming through the COGPED system and deaneries will
therefore need to look at the impact of this on the calibration of their assessors
(see Table 10.1).

Table 10.1: MRCGP single route

Diet Number % of GPR % passed % of passes who 
of GPRs eligible MRCGP gained merit

Spring 01 570 50.5 81.6 17.6
Autumn 01 187 36 79.1 19.6
Total 2001 757 43.3 81 18.1
Spring 02 686 53.6 73.6 20.4
Autumn 02 313 53.3 75.4 22.9
Total 2002 999 53.5 74.2 21.2
Spring 03 864 64.8 81.4 27
Autumn 03 399 46.4 83.2 30.7
Total 2003 1263 55.6 81.9 28.2
Spring 04 1010 64.8 84.1 25.4
Autumn 04 520 60.8 81.9 26.3
Total 2004 1530 62.8 83.3 25.7
Grand total 4549 53.8 80.5 23.3

As trainers and assessors have become more confident in the system the number
of failures purely related to the video has increased (see Table 10. 2).

Table 10.2: Number of fails related to video

Year No. (%)

1996/97 22 (2)
1997/98 31 (2)
1998/99 40 (3)
1999/2000 46 (2)
2000/01 29 (2)
2001/02 49 (4.9)
2002/03 41 (5.1)
2003/04 50 (5.8)
2004/05 53 (6.4)

COGPED video contributes to 33% of the overall failures in summative assessment.
The number of registrars choosing to take the simulated patient surgery (SPS) is

small. In 2003/04 172 (8.7%) undertook this process and in 2004/05 123 (5.6%).
The SPS contributed to 5% of summative assessment failures in 2004/05. 
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Table 10.3: Quality control

First level Second level National Panel

Number Agree (%) Disagree (%) Number Agree (%) Disagree (%) Number Agree (%) Disagree (%)

1996/97 101 95 (4) 6 (6) 34 30 (88) 4 (12) – – –
1997/98 67 61 (91) 6 (9) 20 18 (90) 2 (10) – – –
1998/99 107 99 (93) 8 (7) 43 41 (95) 2 (5) – – –
1999/2000 141 130 (92) 11*(8) 40 37 (92.5) 3 (7.5) 8 7 (88) 1 (12)
2000/01 78 68 (87) 10 (13) 31 30 (96.8) 1 (3.2) 5 5 (100) 0 (0)
2001/02 59 53 (89.8) 6 (10.2) 22 22 (100) 0 9 9 (100) 0
2002/03 82 70 (85.4) 12 (4.6) 20 20 (100) 0 20 6 (54.5) 14 (45.5)
2003/04 51 46 (90.2) 5 (9.8) 17 16 (94.1) 1 (5.9) 4 4 (100) 0
2004/05 57 52 (91.2) 5 (8.8) 27 26 (3.3) 1 (8.7) 18 15 (88.2) 2 (11.8)

* Three should have been rejected on quality grounds; and one rejected as low challenge.
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Quality control
As described earlier a selection of passes from first level, second level and National
Panel were independently reviewed. Table 10.3 shows the results from 1996 until
2005. Where a professional judgement has been made it is not always possible to
have 100% agreement but it shows over time there is consistency in judgement
at the different levels. Any deaneries where aberrant behaviour is found has this
information fed back to the assessors and if necessary receives a visit from the
Summative Assessment Administrator.

The results of submissions to National Panel from second level are shown in
Table 10.4. Again this shows that as the system has become more established
there is increasing agreement between second level and National Panel. The role
of National Panel is to moderate behaviour of second level assessors and the
results would show that they are carrying out this role effectively. The third
aspect of quality control is that of MRCGP passes. The system of assessment of the
MRCGP and summative assessment are different in that the MRCGP looks at per-
formance whereas summative assessment looks at competence. Initially when
the MRCGP single-route system was put in place, a sample of one in four MRGP
passes was put blindly through the COGPED mechanism. The numbers identified
that would possibly have failed the summative assessment route were very small
and in 2004 it was decided to reduce the sampling to one in eight. When this
occurred there was an initial rise in summer 2004 to 5.1% and this will need to
continue to be monitored (see Table 10.5).

Table 10.4: Results of video submission to National Panel (1 October 1996 to 30
September 2001)

No. referred (%) Agree* (%) Disagree** (%)

1996/97 84 (6.7) 63 (75) 21 (25)
1997/98 74 (4.9) 54 (74) 19 (28)
1998/99 89 (5.6) 65 (73) 24 (27)
1999/2000 98 (5.8) 89 (91) 9 (9)
2000/01 86 (5.2) 63 (73) 23 (27)
2001/02 56 (6.3) 44 (79) 12 (21)
2002/03 82 69 (84) 13 (16)
2003/04 75 66 (88) 9 (12)
2004/05 103 89 (89) 14 (11)

* i.e. candidate should fail; ** i.e. candidate should pass.

Table 10.5: Quality control of MRCGP single route*

Videos that passed the MRCGP→ COGPED quality control marking as part of the ‘blinding’ process

Total 1st level pass 2nd level pass 2nd level fail

Summer ‘04 98 68 (69.4%) 25 (25.5%) 5 (5.1%)
Autumn ‘04 51 36 (70.6%) 14 (27.5%) 1 (2%)
Total 149 104 (69.2%) 39 (26.2%) 6 (4%)

* Since starting the quality control system the numbers have been very small and it was
decided to decrease the sampling from one in four to one in eight in the last 12 months.



Structured Trainer’s Report
The final component of summative assessment process is the Structured Trainer’s
Report.18,19 The Trainer’s Report is the only instrument that attempts to assess a
registrar’s practical skills. The Structured Trainer’s Report has 35 competencies in
three broad areas.

1 Specific clinical skills, e.g. using an auroscope, carrying out a vaginal exami-
nation or gaining venous access.

2 Patient Care. Looking at:

• making a diagnosis
• patient management
• clinical judgement.

3 Personal skills. Incorporating:

• organisational skills
• professional values
• personal and professional growth.

The assessment can be performed in a number of ways which can include direct
observation either by the trainer or another member of the primary care team,
case analysis, tutorials or using simulated patients or mannequins. 

Completion of the Trainer’s Report should be carried out throughout the year.
For each competency there is a description of fail criteria to help guide the
trainer. The trainer should document sufficient information for each element to
enable him/her to make a judgement as to whether the GP registrar has achieved
a standard for independent practice at the final assessment stage. For a registrar
to pass the trainer should have satisfied him or herself that the registrar has min-
imal competence in all elements. 

Content validity of the Structured Trainer’s Report was carried out using a sam-
ple of doctors who recently completed the training and there was agreement that
it did contain items considered to be important by recently trained doctors.20

However, there was concern expressed whether a report was the right medium
for assessment for some of the items. This was borne out by further work which
demonstrated a discrepancy between the judgements and the Trainer’s Report
and the doctors’ abilities to carry out certain clinical procedures.21

There is no doubt that the report has allowed trainers to make a much more
informed decision as to whether or not a registrar is ready for independent prac-
tice. GP registrars can fail on the Trainer’s Report alone but failure is more often
linked to fail in one of the other modules. In the first five years the Trainer’s
Report contributed to 33% of summative assessment fails. This has steadily
increased year on year as trainers have become more confident in the system and
in 2004/05 15% of registrars failed the Trainer’s Report alone but passed other
components. 

While the content validity of the Structured Trainer’s Report has been looked
at in detail there is no reliability data and there is no quality control mechanism
for the Trainer’s Report. A new Trainer’s Report is being developed that will be
informed by workplace based assessment, video and case-based discussion. Work
is currently being carried out to pilot this and look at its reliability. 
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Inclusion of an audit project 
Background
In 1992 the JCPTGP decided that at the end of their training a doctor should
have, in addition to other things, ‘adequate skills in producing a written report of
practical work in general practice’.22 The word ‘adequate’ was not defined. When
the JCPTGP published its policy document on summative assessment there was
considerable debate about the need for a broad range of options to represent
practical work.23 Examples given were: literature reviews, business plans or a
piece of research being carried out during the hospital component of vocational
training (Toby J, personal communication, 1994).

A written report revealed the ability to communicate an idea or concept which
might promote change. Trainees are exposed to many examples of written reports
of practice work during the training years. As advocates for their patients many writ-
ten reports may have crucial implications. Appropriately written referral letters and
legal reports are two examples. The urgency with which they are dealt may depend
on the manner in which they were written. A badly prepared or poorly written
report would therefore be deemed a demonstration of competence below the stan-
dard acceptable of a practising general practitioner. The argument for including a
broad range of material in the report of practical work was therefore persuasive. 

Balanced against this, however, was the need for a fair assessment. Consistency
in the material being submitted was therefore seen as an overriding necessity if a
fair assessment was to be achieved. An audit was seen to be a method of identify-
ing learning needs24 and could be useful in problem solving.25 Data collection,
awareness of relevant literature, negotiated teamwork and discussion of change all
involved a certain amount of action on the part of the trainee and could therefore
be justified as practical work. Committing the audit to a written format helped to
focus on the need for change where such change had been clearly identified. The
choice of subject for the audit project tested whether the doctor was able to bal-
ance the importance of the topic with the feasibility of investigating the quality of
care in the time available. In essence, the trainee was demonstrating his or her abil-
ity to monitor and, if required, to improve the quality of care being provided,
described by the GMC as, ‘a basic principle of good practice’.26 It was strongly
argued that failure to demonstrate an example of this principle was accepted as
being important enough to require a period of extra training to ensure that audit
method was understood as judged by the successful submission of an audit project.

Assessing an audit project
Irvine27 advised that an audit project should include the following:

• subject of audit
• background
• reason for the audit
• methods
• results
• changes recommended
• repeat audit, if possible.



Summative assessment 125

Crombie and Davies28 described the need to answer three questions in any data
collection exercise.

• Why was it done?
• How was it done?
• What did it find?

In order to introduce trainees to considering the management of change, a fourth
question was added.

• What next?

A series of discussions involving trainers and trainees in the west of Scotland
established 14 elements considered to be part of an audit project appropriate for
training in the mid-1990s. As a result of a content validity exercise carried out by
155 trainers, ten elements were found to receive agreement from at least 80% of
them. The outcome was that collecting a second set of data for an audit project
was felt to be outwith trainers’ experience and confidence. The final assessment
instrument29 consisting of five criteria with suggestions for rather than evaluation
of change is shown in Box 10.1.

Box 10.1: Summative assessment audit – five-criteria marking
schedule

Please tick the box provided if the criterion for answering each question
is/are present.

Question Criterion Criterion
present

Why was the audit done? Reason for choice
Should be clearly defined and 
reflected in the title.
Should include potential for 
change.

How was the audit done? Criteria chosen
Should be relevant to the subject 
of the audit.
Should be justified, e.g. literature.
Preparation and planning
Should show appropriate 
teamwork and methodology in 
carrying out the audit.
If standards are set they should 
be appropriate and justified.

What was found? Interpretation of data
Should use relevant data to 
allow appropriate conclusions 
to be drawn.
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Using three assessors was found to give the optimum balance of sensitivity and
specificity for an assessment system with referral for further assessment if one or
more of the three felt that a project should be referred. 

A factor analysis carried out on 333 5-criteria audit projects showed that 69%
of the total sample variance was explained by two factors, namely how the audit
was done, i.e. the methodology and why the subject for the audit was chosen, i.e.
the reason for the audit. The consequential validity or educational impact con-
firmed the positive experience for trainees in submitting an audit project given
that for most this was their first ever experience of audit.30

Moving to the completed audit cycle – evaluating rather than proposing
change
Between 1996 and 1997 an increasing number of registrars was evaluating the
change they had proposed in their audit project for summative assessment. By
completing an audit cycle they were going beyond what was expected from the
five criteria against which their project was being assessed. Thus within four
years of its implementation in the west of Scotland the confidence which previ-
ous registrars had expressed from submitting an audit project was being trans-
lated – at least by a sizeable minority – into a peer motivated rising of standards
in the completion of their project. As a result of legislation implemented in 1998
a total of seven competences were required to be achieved through summative
assessment.31 The submission of a criterion audit project now required that a reg-
istrar had to demonstrate that he/she had acquired the ability to review and crit-
ically analyse the practitioner’s working practice and manage any necessary
changes appropriately.

The five-criteria marking schedule in use satisfied the first part of the compe-
tency definition but fell short of managing the change process beyond suggesting
proposals. The implication in the definition was that a registrar should be able to
complete an audit cycle and, as a proportion of registrars in the west of Scotland
was attempting to demonstrate, the assessment process would need to be modi-
fied to assess more closely the competence defined in law.

When the original 14 elements were again discussed with the trainers in the
west of Scotland it was found that two collections of data were now felt to be
achievable, as a result of increased confidence by the trainers. Adequate sensitiv-
ity and specificity of the assessment system was achieved using two assessors

What next? Detailed proposals for change
Should show explicit details of 
proposed changes.

A satisfactory trainee audit report should include all five criteria to pass.

Please enter your opinion in the box provided.

Pass
Refer

If ‘refer’, please comment on your reasons.
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Pragmatism in the light of trainers’ varying ability to teach audit therefore
allowed for a move to incremental change from a five-criteria definition of audit
with suggestions but no actual change to an eight-criteria definition where
change had to be effected and evaluated. Registrars who were more innovative
and confident led this change.

National implications
Between September 1 1996 and March 31 2005, 15,442 registrars in general
practice in the UK had submitted an audit project for summative assessment.
1,716 registrars (11%) required two attempts to demonstrate their competence
in this process. 98 of these failed after re-submission and had to undergo extra

Box 10.2: Summative assessment audit – eight-criteria marking
schedule

Please tick the box provided if the criterion for answering each question
is/are present.

Criterion Criterion 
present

Reason for choice of audit Potential for change 
Relevant to practice

Criterion/criteria chosen Relevant to audit subject and 
justifiable (e.g. current literature)

Standards set Targets towards a standard with a 
suitable timescale

Preparation and planning Evidence of teamwork and adequate
discussion where appropriate

Data collection (1) Results compared against standard

Change(s) to be evaluated Example supplied

Data collection (2) Comparison with data collection (1) 
and standard

Conclusion Summary of main issues 
(e.g. bullet points)

A satisfactory registrar audit project report should include all eight criteria to pass.

Pass 
Refer 

If ‘refer’, please comment on your reasons overleaf.

rather than three and validity and reliability checks on both the instrument and
the assessment system were reassuring. The resulting eight-criteria marking
schedule is shown in Box 10.2.32



128 Assessment in Medical Education and Training

training the length of which was at the discretion of the director of a deanery. A
project which failed had had six (eight criteria) or seven (five criteria) independ-
ent assessments within the deanery and a further two outwith the deanery
before further training was recommended. The implications of this suggested that
experience in the west of Scotland was not an isolated phenomenon and that the
teaching of audit methods based on actual experience could not be assumed. 

The research underpinning the development of assessing an audit project was
recognised by Hutchinson et al.33 Of the 55 papers identified from 1985 to 2000
in a systematic review only two had tested consequential validity, one of which
formed part of the work described earlier. A study by Bowie et al. considered the
predictive validity using GP non-principals in the west of Scotland.34 He showed
that there was a significant difference in knowledge of audit method and skills
for those who entered general practice before and after the introduction of sum-
mative assessment.

JCPTGP and criteria for audit for training practice
In recognition of the problems addressed between 1990 and 2000 the JCPTGP
decided that two new criteria for audit should be implemented from September
2000. More practical audit was required to be in place in training practices if the
GMC competence covering clinical audit was to be addressed as it would be
required for revalidation and clinical governance. The criteria were as follows.

• Training practices must demonstrate that the audit process is being taught.
• Training practices must have in place an active programme of audit which

demonstrates the full audit cycle and the application of both standards and
criteria.

Reflections for the future
The one concern which has not been addressed since the introduction of the
audit project as part of summative assessment in 1996 is the fact that a stubborn
12% of submissions required further work. A recent attempt to stop a re-submis-
sion and ensure that adequate teaching was being carried out in the training
practices concerned was not able to be carried through. 

It is likely therefore that some trainers still lack the confidence in basic crite-
rion audit method to ensure that a registrar has a fair chance of passing this com-
ponent of summative assessment with minimum effort. At the time of writing it
is uncertain whether criterion audit will continue as part of a wider workplace
based assessment forming part of the new MRCGP. It is certainly the opinion of
these authors that without the introduction of an audit submission for summa-
tive assessment, criterion audit method would not have been subjected to such
scrutiny and, given its importance in appraisal and revalidation, prospective gen-
eral practitioners would not have had the opportunity to ensure they understood
the basic criterion audit method. Given the increasing move to computerisation
with the quality and outcomes framework it is uncertain whether this degree of
scrutiny will continue.
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Chapter 11

Roles of self-assessment tools and
work-based learning in personal 
development

Jonathan Burton and Neil Jackson

Introduction
In this chapter we will start by discussing self-assessment in general: we will then
move on to a discussion of self-assessment in medical practice. In this section we
will cover the question of motivation, the standards against which self-assess-
ment takes place, contrast the daily practice of self-assessment with the occa-
sional application of third party assessments, and discuss the relationship
between self-assessment and reflective practice.

We will then go on to discuss the shortcomings of self-assessment, its openness
to self-deception and other operational errors and what is understood about
these. Having discussed the problems of validity, we will move on to suggesting
how students can be trained in such a way that they learn the technique of mak-
ing self-assessments more objective.

Then we will discuss the tools that can be used in self-assessment and com-
ment on their strengths and weaknesses. We will then deal with the question of
the public’s input into GP assessment.

Finally, we will discuss workplace-based assessment, dealing with new
approaches to the workplace-based assessment of individual and team perform-
ance.

Self-assessment
There are so many influences on our lives. So many things make us change and
develop. Amongst these factors are our personality, our drive, our curiosity, our
capacity to recognise problems and solve them and, most of all, how well we are
able to build on those capabilities that we gained from our initial training. This
latter quality is what Claxton has called ‘learnacy’.1

In this age of accountability, there is a strong temptation to under estimate
these self-driven characteristics. In part, this is because each of us understands
them but vaguely. Such self-driven characteristics are rarely expressed when
people describe their learning and their practice. Rather people talk in terms of
how the outside world (lectures, courses and so on) can help them make up for
their deficiencies. Do not think that we are belittling the role of such arranged
education; this chapter begins by asking what it is about self-assessment that does
make a contribution to the development of our lives.
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Self-assessment is not simply an introspective process. It is a process where
introspection, that inner running commentary on what we are doing, is guided
by our contact with the outside world. 

Writing in his autobiography Childhood, Boyhood and Youth, Tolstoy described 
his boyhood discussions with Katya, a poorer relative of his, and of whom he was
very fond.2 He remembered as he wrote down an account of events many years
later how she had made him understand the concept of poverty, by contrasting
the circumstances of her family with those of her own. 

Has it ever happened to you, dear reader, at any point in your life to
become aware all at once that your outlook on things has completely
changed, as though all the objects that hitherto been before your eyes
had suddenly presented to you another, unfamiliar side? Such a volte-
face occurred for me for the first time during that journey of ours,
from which I date the beginning of my boyhood.
For the first time I envisaged the idea that we – that is, our family –
were not the only people in the world, that not every conceivable inter-
est was centred in ourselves but that there existed another life – that of
people who had nothing in common with us, cared nothing for us, had
no idea of our existence even. I must have known all this before, but I
had not known it as I did now – I had not realised it; I had not felt it.

Tolstoy says that he would not have undergone this major transformation in his
thinking and feeling without his conversation with Katya to guide him. We can
all think of similar major transformations in our lives. Important as such major
transformations are, daily working life is full not of major events like this, but of
myriad, minor ones and the self-awareness which is the foundation of self-assess-
ment is key to these.

Self-assessment in medical practice
Motivation and other personal factors
Motivation and other personal factors are to be recognised as the great drivers to
self-improvement in professional practice. GPs start their working lives having
had one of the longest periods of training of anyone in society. But, thereafter,
there is not much formal training and much of the change and development that
occurs in our professional lives after qualification as GPs is down to a number of
personal factors. For most doctors self-assessment is a continuous and daily
process, a self-critical reflection on what has been done in the course of work.
Manning and DeBakey interviewed outstanding doctors in a variety of settings.3

They showed that a driving motivation was, ‘a desire never to be (or be seen as)
professionally inadequate.’ In the physician change study Fox et al. showed that
the desire to be ever more competent was the prime motivator.4

Self-assessment against standards
It is widely recognised that self-appraisal has to be undertaken against standards
and benchmarks of practice. Whilst self-motivation is the driver for the continuous
improvement in a doctor’s competence and performance, common sense 
dictates that self-assessment must be balanced by other forms of assessment, such
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as peer review, and also must be informed by a knowledge of and respect for the
standards of the day.5 As Boud says, assessment can be conducted only against
benchmarks and criteria.6 Brown et al. highlight the distinction between the self-
appraisal which is undertaken to fulfil the expectations of a formal appraisal and
that which is undertaken solely in the interest of self-development through reflec-
tion.7 In other words they distinguish between the self-appraisal which submits
itself to public accountability and the self-appraisal which is, largely, a private activ-
ity for the individual doctor.

Self-assessment is continuous; external assessment is brief
Whilst there are many hours of practice each year, each hour offering opportu-
nities for learning, peer appraisal or third party appraisal only takes place for a
short period – in the case of the GP annual appraisal for one or two hours per
year. For this reason, self-assessment is a vital tool to ensure that daily practice is
put under the spotlight of critical self-reflection.8 Evans et al. say, ‘a successful
CPD programme demands awareness of remediable weaknesses through contin-
ual self-appraisal.’

Self-assessment and reflective practice
Schon, writing about mature professionals, analysed aspects of reflective practice.9

He suggested that there is an aspect of practice which is not based on book knowl-
edge and which can be observed in the way that professionals handle actual cases.
Schon cites the case (page 64) of the ophthalmologist whose patient had uveitis,
due to a parasitic condition, and glaucoma, the treatment of each being different.
In fact the treatment of the uveitis would make the glaucoma worse and vice versa.
How to solve such a conundrum was not described in the textbooks and the oph-
thalmologist had to discover a way of helping this patient, which was:

• to remove all treatment
• at which point he discovered that the glaucoma went into remission – and

had in fact been caused by the treatment for the uveitis
• titrate upwards the treatment for the uveitis so that it was satisfactorily dealt

with without causing the glaucoma to re-start. 

Schon described this aspect of professional practice, this use of judgement and
trial and error, as a form of artistry. He compared this form of artistry with that
of the tight-rope walker: a unique skill which is performed using a whole series
of minor adjustments in order to attain the end in view. To Schon, this vision of
professional practice depended on the capacity of the professional to think on his
or her feet – what Schon called ‘reflection-in-action’.

Schon also defined another form of reflection, something he called ‘reflection-
on-action’. This was a form of reflection that occurred after an episode of profes-
sional practice. Perhaps the professional met with colleagues and discussed his or
her cases and was able to reflect on how he or she had handled them, this reflec-
tion being helped by the input of peers. Or, the same post-event reflection might
occur in the writing up of a professional portfolio. 

Self-appraisal, then, can be seen as an innate and necessary part of daily profes-
sional practice. It should be promoted widely as a vital part of professional devel-
opment. It has, however, to stand in relation to benchmarks and external criteria.
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Why can’t we leave doctors to their own devices, or 
can we?
Self-assessment is part and parcel of professional life. But, clearly, self-assessment
has its limitations, if the purpose of assessment is to show that the doctor is ade-
quate in his or her practice.

Errors in self-assessment
In a study into self-assessment, undertaken by Caputo and Dunning, but not in
a medical community, participants were asked to define a number of solutions to
different problems, such as word games.10 Caputo and Dunning showed that par-
ticipants could not judge their own ability accurately. Participants were able to
find some solutions to the problems, but they had little insight into their errors
of omission. An error of omission was defined as a solution they could have gen-
erated to problems but missed. The authors then showed the participants all the
solutions to the problems (the ones found and the ones missed). The participants
agreed that the solutions they had missed were just as important as the solutions
they had found. The authors proposed that accurate self-evaluation did depend
in part on such third-party feedback.

It is the weaker candidates in medical school who tend to overrate themselves.11

Others have shown that brighter medical students produced more conservative
self-evaluations.12,13 These findings are open to a number of interpretations. Evans
et al. suggest that it may be that high achievers hold themselves to more stringent
standards.14 They list a number of other reasons for inaccuracy in self-assessment:

• misapprehension – not understanding what is expected of one
• self-deception
• scoring of potential or ideal performance rather than actual performance
• scoring of effort rather than achievement
• compensation for poor performance as a defence mechanism.

Evans et al. discussed how students might be helped to develop skills in self-
assessment, in a way which brought into play some awareness of these problems
and discrepancies.8 They suggested that medical students should be trained to cal-
ibrate their own self-assessments against objective assessments and then think
about the discrepancies. They also suggest that the students should be trained to
become aware of their emotional reactions to self-assessments – in a way which
would make them more aware of when they were self-deceiving or self-compen-
sating. Evans et al. summarised their ideas about how students should be trained
in self-assessment under four headings (see Box 11.1).8

Box 11.1: Students should be trained in self-assessment to:

• promote reflection on personal performance
• identify reactions to self-assessment
• evaluate the reliability of the self-assessment
• identify the reasons for the discrepancies between scores of outside

assessors and those of self assessors.
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Purported errors 
Some of the so-called errors of self-assessment are caused by problems with the
methodology of the assessment. All forms of assessment are fraught with prob-
lems of validity (does it test what it claims to test?) and other methodological
constraints. A paper was published which cast self-assessment in a bad light.15

The participating GPs were firstly asked to make an assessment of their own com-
petence in a number of clinical areas of practice, including the management of
thyroid disease. Subsequently they undertook a test of factual knowledge about
thyroid disease, a test which had been devised by a panel of GPs and endocrinol-
ogists. The authors showed that there was poor correlation between the subjects’
self-assessment of their knowledge and their later performance in the knowledge
test. The authors of the paper felt that they were able to make the following
claims.

• Doctors’ perception of knowledge in areas of common practice is no indica-
tion of actual knowledge.

• Continuing medical education and other professional development activities
that rely on the doctors’ self-perception to assess their needs are likely to be
seriously flawed.

• To make professional development activities more efficient and effective a
more objective assessment of needs is necessary.

There was an interesting discussion of this paper in the BMJ. A salient question
in the discussion was whether the knowledge test measured what was impor-
tant for daily practice. It could be said, and this is what the critics of the paper
argued, that the knowledge tests, of which an example was given in a paper,
were inappropriate for workday GP practice. What the critics of this paper were
questioning was the validity of the assessment method – did it test what a GP
usually needs to know to do his or her job capably? This is an argument about
the validity of the assessment instrument. An assessment instrument is only
valid if it tests what it sets out to test – in the case of this paper the critics argued
that the knowledge test did not test the sort of knowledge that GPs need to do
their job capably.

In summary, self-appraisal is constrained by the difficulties individuals have in
making objective assessments of their own performance. A way round this prob-
lem is to ensure that doctors develop the sophistication of their self-assessments
and, as Evans et al. argue, doctors in training should be taught the tools of accu-
rate self-assessment.8 Self-assessment is also constrained by problems of method-
ology. 

The use of tools in self-assessment
Whilst self-assessment is vital to professional development, its faults and weak-
nesses, as discussed above, are likely to be fairly obvious to those who have an
interest in making sure that GPs are safe and capable. The objectivisation of the
assessment process is key to this debate.

Self-assessment can be made more objective. There is already a broad range of
methods of assessment.16 These are, ‘used extensively and systematically to
determine clinical competence and performance in healthcare professionals.’ 



136 Assessment in Medical Education and Training

We listed a variety of assessment methods that can be applied in the work 
context to enhance clinical competence and performance (see Box 11.2).

Strengths and limitations 
By and large, these tools are useful in helping GPs to make their self-assessments
more objective. Their strengths lie in their convenience, and in the amount of
change that is reported by those that use them.17 But many of these approaches
are difficult to organise and some practitioners will be nervous about using the
tools in which their practice is exposed, in ways to which they are unaccustomed.
Even in the more widely undertaken approaches, there are some limitations. For
example, there is no evidence that the widespread use of on line knowledge test-
ing is being translated into changes in practice.18 Some of the assessment meth-
ods measure knowledge, but not performance (what actually is done at work).
Some of the assessment methods included in this list are based on self-assessment
only, with all of its strengths and weaknesses already discussed in this chapter.
Some of the methods involve input from professional colleagues, but only one
involves feedback from the users of healthcare. 

Public input into the assessment of GPs
The general public as consumers of medical care would like appraisal to have input
from lay experts. A recent Mori poll (www.mori.com/polls/2005/doh.shtml) in the
UK shows that the general public firmly believes that the regular appraisal of GPs
should be undertaken by a mixture of lay experts and other doctors. Indeed, many
of those interviewed in the course of the poll could choose aspects of practice in
respect of which they would be able to give feedback to their GPs (see Table 11.1). 

In a patient-led NHS, the views of patients and the willingness of patients 
to comment on their GPs in the ways set out in Table 11.1 are going to be taken
seriously by government. 

Box 11.2: Assessment methods that can be applied in the work
context to enhance clinical competence and performance16

• Confidence rating scales
• Attitudinal questionnaires
• Sitting in
• Review of consultation record
• Video analysis of consultations
• Feedback from patients, colleagues and staff
• Random case analysis
• Problem case analysis 
• Preparation of teaching sessions
• Various forms of knowledge testing, increasingly done on line 
• Project and audit work
• Practice exchange visits
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Workplace based assessment or the assessment of 
performance at work?
Norcini has said that the shift of assessment away from education and towards
work is a reflection of the drive towards public accountability and quality
improvement.19 Workplace based assessment as a universal approach is in its
early years. The assessment of performance at work does not have to take place
at work, although it may do. Just as work based learning can take place away
from work (for example, most doctors who keep written portfolios write these up
at home), so the assessment of performance at work does not only rest on the
inspection of evidence in the workplace.

Indeed it is only recently that all GP practices have been subjected to practice
inspection visits in the UK. Previously, practice inspection visits which measured
work based performance would have been undertaken for those who volun-
teered to do something extra – to become trainers of young GPs or to be tested
for excellence by a professional body (for example, in the Fellowship by
Assessment of the Royal College of GPs).

Now, however, all individual GPs and all primary care teams are subject to rou-
tine assessments or appraisals. At the time of writing (autumn 2005) these
approaches to assessment or appraisal are still in their infancy and may well be sub-
ject to considerable change in the next few years. Table 11.2 shows how these
assessments or appraisals relate to self-assessment. 

Table 11.1: Aspects of GP practice about which the lay public would like to comment

Aspect of practice the % of respondents who would
general public would like to comment on this aspect
give feedback on:

communication skills 53%
has kept up with new developments 36%
involving patients in treatment decisions 36%
according dignity 35%
and respect to patients
knowledge and/or technical ability 33% 

Table 11.2: The role of self-assessment in workplace-based assessment in UK general
practice

Type of assessment Role of self-assessment Is there external assessment 
against practice records?

GP appraisal The preparation is by No
self-assessment, the 
discussion is by peer 
assessment

Practice assessment under The process is Yes
new General Medical entirely by third 
Services contract party assessment
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Workplace based assessment assesses or appraises what is done at work, or
learned for and from work. In respect of the new GMS contract the assessment
or appraisal will occur at work. The checking of written or computerised evidence
is, in the main, the principle of the assessment under the new General Medical
Services. Here the practice team puts forward a report as to how it has performed
in a number of aspects of patient care. The assessors have various ways of check-
ing the evidence put forward by each practice team. They can examine practice
logs and records, both written and computerised. They can select a number of
patient records to decide whether claims made with regards to aspects of preven-
tative practice are borne out by the evidence held by the practice records system.
They can interview practice staff. This is a third party assessment of the practice
team’s performance and self-assessment has little part to play in it. 

But, in respect of GP appraisal, the annual appraisal of the individual GP, the
aim has, up to now, been that the process should be about facilitating the pro-
fessional development of that GP and this is a peer discussion of a prepared self-
assessment. What is discussed is based on activities that may have occurred at
work, or away from work but related to work. For example, GP appraisees may
present a reflective diary, which they have prepared at home during many
evenings, but which is based on their thoughts or reports on aspects of their
daily work. At present, appraisers undertaking the appraisal of individual GPs do
not usually have the option of looking at the individual GP’s records to confirm
evidence of his or her statements as to the development of practice. The prepa-
ration of the evidence for the appraisal is still truly a self-appraisal process,
whilst the appraisal itself is a peer-appraisal process. 

Conclusion
The features of self-assessment in human life in general and in medical practice
in particular have been discussed. We have emphasised how personal qualities
such as drive and pride in what is done are essential motivators in medical prac-
tice. We have emphasised too that self-assessment is nothing if it is not measured
against standards and benchmarks. Each year a doctor will work for thousands of
hours, and in each of those hours will have opportunities for self-assessment – a
self-motivated questioning of what he or she has done at work. But external
assessments, however powerful they are in the rigor of their enquiry, will only
take up a few hours. To reject self-assessment because of its problems as to
accountability would be to reject an essential and valuable part of human devel-
opment, ‘an awareness of remediable weaknesses through continual self-
appraisal’.8

We have also discussed the limitations inherent in self-assessment and dis-
cussed how these may be addressed. We have described some of the tools which
may be used to make self-assessment more objective, and commented on their
strengths and weaknesses. We have discussed how assessment in medicine may
be affected by patients’ views. And finally, we have discussed the concept of
workplace based assessment and the role of self-assessment within it.
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Chapter 12

Practice based assessment

Penny Trafford and Sanjiv Ahluwalia

Introduction
This chapter sets out to define practice accreditation, its uses, and to explore
aspects of organisational assessment in general practice relevant to training prac-
tice accreditation. The chapter will review existing UK general practice accredita-
tion schemes and how they attempt to improve quality of care.

The history of training practice accreditation is briefly described along with cur-
rent changes. Issues in assuring the quality of accreditation processes are also dis-
cussed. 

What is practice accreditation?
Buetow and Wellingham describe accreditation as a voluntary but formal 
process of self-assessment and/or external and independent peer review.1

Accreditation reviews assess ‘measurable’ performance, or capacity to perform,
against pre-determined and explicit standards that GPs and other stakeholders
have produced.1 Results may include recommendations for continuous improve-
ment of safety and quality in the practice. Certification is typically the end point
of an accreditation process. Accreditation gives official approval or endorsement.
In general practice, it typically applies to GPs’ work settings in recognition of
delivery of general practice services, and to accreditation agencies in recognition
of competency to accredit general practices.1

What is accreditation meant to achieve?
Practice accreditation can have at least five purposes: 

• quality control
• regulation
• quality improvement
• information giving
• marketing. 

Quality control 
This purpose protects public safety and meets demands for increased openness and
accountability to the public (patients and tax payers), government and other stake-
holder groups.2 Quality control seeks to, ‘assure or even better improve trust of
external parties such as patients, financiers and government’. It highlights the
importance of medicine as a profession and service. It also reflects the need to elim-
inate unnecessary and inappropriate interventions, increase equity of access,3
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monitor health outcomes, and demonstrate that practices function efficiently,
offering value for money. 

Regulation
Regulation assesses practices’ adherence to government contractual and other
legal requirements. This regulatory process offers rewards for practices that
demonstrate such adherence. For example, there are significant financial rewards
for general practices that achieve administrative and organisational standards
defined in the new General Medical Services (nGMS) contract,4 negotiated
between the British Medical Association (BMA) and the UK government.

Quality improvement
Accreditation of practices enables their entry into or development of elements of
a framework of continuous quality improvement. According to this framework,
the whole practice team can improve over time with the quality of the organisa-
tion and delivery of its services. Scope to improve practice quality and safety can
be identified by comparing individual practices against accreditation standards,
measures of their own past performance, and/or rates or norms based on accred-
itation results from other practices (benchmarking).1

Information giving
Stakeholders in general practice care can use information from accreditation
processes to support comparisons between practices, show levels of adherence to
standards, highlight opportunities for improvement, inform and guide decision
making, and enhance confidence.1

Marketing
In a competitive healthcare environment accreditation can have a marketing
benefit for accredited practices until they account for a high proportion of all
practices. A marketing benefit may put competitive pressure on practices to gain
accreditation and develop programmes for quality improvement.1

Organisational assessment in general practice
Organisational assessment is an integral part of quality assurance and quality
improvement activity in general practice. Externally led quality assurance and
internally led quality improvement are not distinct activities and can be viewed
as two end points along a spectrum.5

External and internal assessment
Organisational assessment for the purpose of quality assurance lies at one end of
the spectrum. It is reliant on external assessment, based on evidence and primary
stakeholders are typically governments and health insurance companies. 

The middle ground of organisational assessment is occupied by profession-
ally led assessment mechanisms. In the UK, accreditation mechanisms are
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used both to recognise past achievements and to catalyse future quality
improvement. 

At the other end of the spectrum, organisation assessment is conducted for the
purpose of practice-driven quality improvement. The emphasis is on continual
development, self-assessment, local identification of problems and their likely
solutions. The team usually instigates organisational assessment. The team then
matches the skills and resources of team members with local initiatives or oppor-
tunities. The purpose is to foster collaboration and to motivate team members to
try new ways of doing things. The need for a structured approach to making
changes is still important, but both planning and structure for achieving improve-
ment are driven and owned by the practice. 

The problem with external assessment is that it may stifle the potential for
internally led quality improvement.1 On the other hand an over-reliance on
internally led quality improvement does not enable practices to compare with
and learn from each other, nor does it reassure external stakeholders.6 The solu-
tion appears to be keeping quality assurance and quality improvement as sepa-
rate activities within a coordinated systems based framework of assessment.

Methods of assessment
The assessment of organisational aspects of general practice is high on policy agen-
das, both as a means of stimulating quality improvement and achieving accredita-
tion.7 In most contexts the systems of assessment are summative in that
judgements are made against preset standards for deciding levels of achievement. 1

Assessment methods are conceptualised as accreditation type processes in that they
are based on inventories of indicators or items. The standards applied typically
cover a wide range of organisational issues from premises to equipment to delega-
tion, communication and leadership.

Problems with organisational assessment 
Organisational measurement processes seem to be conceptually grounded on a
regulatory concept rather than on a formative aim of providing information to
motivate developmental change. They seldom involve people from different roles
in organisations in the process of assessment. It is known that assessments that
respect historical restraints and incentives, are sensitive to different starting
points, engage teams, identify developmental needs, and help to set priorities for
future change are much more in tune with the internal workings and motivation
of those who work in most organisations.8

Overt summative approaches risk the loss of a formative development feedback
approach that could inform quality improvement strategies. These systems also
have other disadvantages for practices. Systems that judge against minimal stan-
dards can often fail to inspire movement towards improvement. Likewise, sys-
tems that judge against gold standards (based on leading edge practice) can
sometimes discourage practices with substantial development needs embarking
on quality improvement activities.8

General practice accreditation schemes in the UK
The Royal College of General Practitioners has been at the forefront of develop-
ing practice accreditation systems in the UK. Currently available to individual
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practices are two schemes: Quality Team Development (QTD) and Quality
Practice Accreditation (QPA).

The overall principles of these two schemes are the same. Both require specific
primary care quality criteria to be met. The clinical criteria include health promo-
tion, women and children health, mental health and chronic disease manage-
ment. Organisational criteria include team working and communication. These
schemes also support evidence based practice by encouraging implementation of
clinical guidelines.9

Continuous quality improvement is promoted by encouraging teams to look
objectively at what they do, for example through audit and significant event
analysis, to identify areas where care is not as good as would be expected. Teams
are then expected to use such knowledge to improve working practice and there-
fore patient care.9

Quality criteria contained within the RCGP schemes have been designed to reflect
core primary care services. For a team to meet the criteria, different disciplines must
work together. Team working is particularly important for pre-assessment, when
staff are preparing documentation to demonstrate that the criteria have been met.
They are designed to be achievable, but some work will be required to meet them,
although preparation will vary. Other criteria require development of new protocols
or completion of clinical audits and will be more challenging. Although participa-
tion is greatest pre-assessment, members of staff report this phase as benefiting
them most, usually through personal learning and team building. 

The QPA is an example of an assessment system that aims to reward excellence
and/or minimum standards of care.10 Such schemes are attractive to practices
that seek accreditation of minimal standards or to those that are able to achieve
high standards with a manageable degree of work.

How do accreditation systems improve quality of care?
Much previous research concentrated on individual components of quality
improvement, such as significant event auditing,11 conventional auditing,12 and
patient feedback.13 However, multi-level strategies for change that combine edu-
cation, audit, research and clinical effectiveness in unified multi-professional
educational strategies lead to the changes in behaviour that enhance quality
improvement.14

Primary care organisations (PCOs) use myriad approaches to improve quality.
These include audit, significant event analyses, team based education and training
events, sharing of comparative data, personal and practice learning plans, the set-
ting and monitoring of standards, and the use of quality indicators.15 PCOs are also
advocating collaborative and corporate learning (all practices learning together) and
team-based learning (all staff within practices learning together). Such strategies,
highlighting the concept of learning organisations, are appropriate, as quality
improvement requires fundamental changes in organisational and behavioural cul-
tures, which are far from straightforward and take time to achieve.16

Challenges to practice accreditation
It has been suggested that the organisation-wide benefits of quality improvement as
a method of improving outcomes and lowering costs have not been consistently
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demonstrated in healthcare organisations. 17 A further problem is that accreditation
does not necessarily provide assurance of quality. This is because in general practice
much illness is undifferentiated and the relationships between organisational struc-
tures, processes and outcomes are poorly understood (see Box 12.1). 18

Box 12.1: Challenges to practice accreditation

• Developing an evidence base to support practice accreditation as a
means for improving outcomes

• Developing an evidence base to support practice accreditation as a valid
means for assuring quality

• Demonstrating the cost-effectiveness of practice accreditation
• Tension between the philosophies of quality assurance and improve-

ment

As previously discussed, there is a tension between the philosophies of assurance
of quality and improvement. Furthermore, accreditation schemes are costly in
terms of monetary, time, effort and other staff costs.1

History of training practice accreditation 
The postgraduate education committee was formed by the Royal College of
General Practitioners (RCGP) in 1952. Its express function was, ‘to encourage post-
graduate instruction as a prerequisite for practice and training a qualified doctor for
a career in general practice’.19 The Joint Committee for Postgraduate Training in
General Practice (JCPTGP) was formed in 1976 to monitor the quality of general
practice training. It was given responsibility for assessing the training and experi-
ence of doctors applying to work as GPs.20 In 1997, the legal powers of the JCPTGP
were extended to include approval of all training posts in general practice.20

In April 2003, legislation was passed to create the Postgraduate Medical
Education Training Board (PMETB). There were many reasons for this. The gov-
ernment and medical colleges affirmed the principle of professional self-regula-
tion and independence from government, protecting patients through more
robust and transparent improvements in medical education, providing consis-
tency and integration to a diverse range of historical training arrangements,
encouraging greater multi-professional education, engaging patients in medical
education, and raising the profile of medical education (the JCPTGP and the
Specialist Training Authority (STA)) were thought not to be powerful enough to
make change happen when required.21

In September 2005, the PMETB assumed statutory powers taking over respon-
sibilities from the JCPTGP and STA. The PMETB’s responsibilities include estab-
lishing and assuring standards of medical education as well as promoting medical
education across the UK. 

In line with other medical colleges in the UK, the RCGP has taken on a greater
responsibility in setting standards for assessment of GP registrars. It is intended
that from August 2007, the new membership examination of the RCGP shall
replace summative assessment as the exit standard for independent practice as a
general practitioner. 



The deaneries act on behalf of the PMETB in accrediting trainers and training
practices. The PMETB in turn ensures standards of assessment are applied uniformly
by a system of regional visits and accreditation of deaneries, training schemes and
training practices. The PMETB publishes guidelines to ensure UK-wide comparabil-
ity in the training and education leading to vocational training certificates.20

The accreditation of practices is based upon a collation of information related
to the trainer, the practice and any previous or ongoing educational activity in
the practice. The collated information is assessed against a list of criteria set out
by the JCPTGP and adopted by PMETB.21

The practice assessment takes place by means of a visit. The JCPTGP specifically
stated the purpose of the visit as being, ‘to assess the suitability of the practice for
training and to assist the applicant in identifying areas for change’ as an educa-
tionalist.20 Assessment in a practice visit is a multi-faceted intervention, in which
one or more observers come to a practice to assess and discuss the quality of care
or services against guidelines and criteria. Since the 1950s practice visits have
been acknowledged as a powerful means of achieving change and a great possi-
ble asset in quality improvement. 

Ensuring the quality of accreditation of training practices
A set of performance indicators form part of the accreditation process. These can
be related to the outputs from educational activities, educational processes, learn-
ing resources and access to services for trainees. In developing a set of indicators
the aim is to find a balance between measurability (reliability) and relevance
(validity).22 When making assessments regarding training practices several
important aspects need to be considered.

• Outcomes to be assessed should be clearly defined and available to the asses-
sor and the assessed.

• Assessment technique should be an appropriate means of making the assess-
ment.

• The wider the range of assessment methods used and number of people on
the team visiting, the greater the accuracy of the conclusions.

• Assessment process should always be used constructively to encourage devel-
opment and change.

• Assessment techniques should be valid and reliable in what they set out to
achieve.

Validity
Content validity is defined as the extent to which an assessment measures the
intended content area, i.e. does the assessment cover the area appropriately and
the necessary content of what is to be assessed?23 The empiric literature has
focused on the competencies required of a good GP trainer.24–30 However, studies
reviewing the characteristics of the ideal learning climate and the training prac-
tice are much more limited.31,32

Smith provided evidence that there are significant differences in the way learn-
ers perceive their learning environment and current accreditation processes
failed to take these perceptions into account.31 Recommendations were made for
changes to the practice accreditation visit to enhance the validity of the process. 
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There is a need for greater research to determine the characteristics of training
practices that promote quality education for general practice registrars and
inform the accreditation process so that training practice accreditation can be
seen to have high validity.

Reliability 
In relation to practice accreditation, there are several potential threats to reliabil-
ity.32 These include inter-observer variation (the tendency for one observer to
consistently mark higher than another), intra-observer variation (the variation in
an observer’s performance for no obvious reason), and case specificity (the vari-
ation in the candidate’s performance from one challenge to another, even when
he/she seems to test the same attribute).

Concern has been raised about reliability in training practice accreditation vis-
its (personal correspondence). These include variable interpretation of the crite-
ria by external visitors and different regions within a deanery implementing the
criteria differently. 

The accreditation visit has multiple visitors that should enhance reliability.
However, it has also been suggested (personal correspondence) that this can be
undermined where a visiting member predominates the decision making process.
Further work is needed to determine the extent and role of inter-rater variation
in training practice accreditations, as well as strategies to reduce this. 

Capacity
Changes to medical education in the UK have placed significant pressure on the
primary care medical education workforce to expand its capacity. The shift of
undergraduate medical education from ward based secondary care to general
practice,33 the need for all foundation doctors to have experience of general prac-
tice after 2008,34 and government policy to increase the number of general prac-
titioners in the UK4,35 have contributed to this pressure for increased capacity.

The assessment of training practices, or those wishing to become a training
organisation, requires substantial resources in terms of time and manpower. In
our own deanery, London, each training practice assessment requires four visitors;
an associate director, local course organiser, established trainer and practice man-
ager or nurse. The practice requires that the trainer, trainee and other members of
the primary healthcare team take time out of clinical activity for four hours.19

To alleviate this pressure, deaneries have considered the use of the new General
Medical Services (nGMS) contract4 within the overall accreditation process. The
nGMS quality and outcomes framework (QOF) is designed to raise and enhance
the clinical and organisational standards in primary care. Activity is rewarded sub-
ject to the level of points achieved. The assessment of achievement with QOF is
externally led by a panel of visitors from the local primary care trust (PCT) through
a panel consisting of a lay member, clinician (usually a GP) and a PCT manager. The
practice aspirational targets and actual achievement are assessed against robustly
developed criteria which are subject to substantial scrutiny and review.33 Whilst
QOF achievement does not formally accredit practices as learning organisations,
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there is substantial overlap between the criteria assessed by QOF, the JCPTGP cri-
teria (see Box 12.2) and other quality schemes such as the RCGP Quality Practice
Award (QPA).34

Box 12.2: Training practice criteria not covered by QOF

Physical resources:

• Sufficient consulting rooms or space for GPR
• Access to secondary care services
• Access to computer and IT resources for GPR
• Library
• Access to teaching aids, e.g. video

Education and training:

• Involvement of the practice team in teaching
• Involvement of the GPR in practice meetings
• Appropriate GPR timetable and supervision
• Arrangements for out of hours (OOH) training 

It has been suggested, both by trainers in general practice and departments of
postgraduate general practice education, that QOF could be used as an integral
part of the training practice selection process. This, it is argued, would avoid the
duplication of monitoring visits, reduce paperwork and enable the trainer re-
approval process to focus on educational rather than clinical or organisational
aspects of practice activity. Some deaneries, e.g. Manchester and Leicestershire,
Northamptonshire and Rutland, have already proposed certain score profiles as
appropriate for training practice approval. Research is currently under way to
look at its usefulness in practice visit accreditations. 
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Chapter 13

Assessment when performance gives
rise to concern

Debbie Cohen and Melody Rhydderch

Introduction
Understanding underperformance in doctors is complex. Once recognised it must
be assessed and managed. The assessment of underperformance in doctors has
been well researched and models of assessment are well developed. Models for
the management of underperformance, however, are not so well researched or
documented.

Performance assessments for doctors can be said to exist on three levels.1 The
first involves screening a population of doctors, the second the selective assess-
ment of those doctors thought to be at risk and the third the targeted assessment
of underperforming doctors. In the UK, the mechanisms for assessing at these
three levels include appraisals, local trust-led performance procedures and refer-
ral to the National Clinical Assessment Service (NCAS) or General Medical
Council (GMC) respectively. Data from the first 50 cases seen by the NCAS have
confirmed that causes of underperformance are multifactorial.2 Factors associated
with clinical care, behaviour and attitude, health and wellbeing as well as organ-
isational issues were all cited as reasons for referral. 

The interaction between these factors is important. There is a clear link
between the health and wellbeing of both a doctor and the organisation they
work within.3 Whilst only 1% of doctors referred to the GMC health committee
had a physical health problem, mental health disorders predominated. Stress in
health professionals is high, with 28% showing above threshold symptoms com-
pared to 18% of workers as a whole in the UK. If the individual is David, then
the organisation is Goliath. Factors such as high workload, shift systems, work
patterns, poor leadership, team working, all have the potential to impact nega-
tively on an individual’s wellbeing and to distort patterns of behaviour and abil-
ity to perform.

Remediation if it is to be successful and sustainable must be able to respond to
the assessment process and offer effective interventions. Remediation must be
sensitive to the problems identified and provide a flexible response. It should offer
support and direction to both the organisation and the individual. It is important
to recognise that the problem may lie in the organisational structure and culture
rather than solely with the individual referred.4 Health and wellbeing must be
considered alongside personality, motivation to change, organisational and social
issues.5

The Individual Support Programme (ISP) sits within the Communication Skills
Unit at the Department of General Practice at Cardiff University. The ISP provides
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assessment and remediation for doctors who are struggling with their performance.
Since its inception in 2001, we have received over 100 referrals ranging from
undergraduates through to consultants. Case studies from the first two years of the
service were published in 2005.6 In this chapter we describe the service provided
by the ISP, discussing the advantages and disadvantages before drawing conclusions
about implications for policy, practice and research.

Individual Support Programme (ISP)
Developing the right environment for change
The ISP is led by an occupational health physician and provides a ‘needs’ assess-
ment and structured remediation for clients. As the service has grown, additional
staff have been recruited to provide the necessary breadth of skills and services
required to manage the range of complex problems presented. The team now
includes a general practitioner with occupational health experience, two occupa-
tional psychologists and a language specialist. 

The ISP has been constructed using motivational interviewing (MI) methods to
provide an environment conducive to change.7 The theories underpinning moti-
vational interviewing suggest that ambivalence to change is normal and that con-
frontational interviewing increases resistance. Therefore, providing an individual
with ‘space’ within the discussion and honouring their autonomy around how
they might change engenders the right environment for constructive engage-
ment. Providing a menu of opportunities around possible strategies and interven-
tions gives ownership to the individual and enhances motivation. The
independent nature of the service engenders confidence and is important for the
process of engagement. Providing a service that is contained within a transpar-
ent, explicit, repeatable process that is capable of being independently evaluated
enhances credibility for referring organisations.

The overall process of referral, assessment and remediation is illustrated in
Figure 13.1. Referrals are made by the undergraduate and postgraduate deaner-
ies or trusts and follow an agreed format. Confidentiality and the independent
nature of the service are highlighted at the first interview. Initial assessments are
used to build an individually tailored programme addressing clients’ needs. In
some cases onward referral to other specialist services for assessment may be sug-
gested. Integrated case notes for each referral are maintained. Regular case con-
ferences are held to ensure continuity of care and structured support for the
clients. Contact with the referring body is also maintained to allow feedback and
mediation between both parties.
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Figure 13.2 describes the activities undertaken to support assessment and reme-
diation. The majority of the assessments take place within the unit although in
some cases workplace assessments are also made. Referral data varies, but may
include critical incident reports, 360 appraisals and copies of Records of In-
Training Assessments (RITAs). Data collected during the ISP assessment uses a
standardised format.

• Motivational interviewing
• Personality
• Organisational awareness

Approach

Conduct remediation
activities

Plan remediation
programme of activities at
multi-disciplinary case
review

Data collection by ISP
team members led by
occupational health
physician

External process of
assessment in workplace

The ISP

Referral into ISP Referral back to
workplace

Follow-up
evaluation at
6 months

The workplace

Figure 13.1: The individual support programme (ISP) referral, assessment and
remediation process.

• Data collection – referrer
• 360˚
• RITA
• Appraisal

The ISP

The workplace
Assessment

• Data collection – referee
• Critical incident technique
• POH
• PH
• Specialist referral
• Language
• Occupational psychology

Assessment

• Strategy development
• Skills development
• Personality
• Organisational culture
• Language skills

Remediation
• Critical incident technique
• Presentations
• Written work
• Coaching
• Myers–Briggs Type Indicator
• Role play
• Video

Menu

Figure 13.2: The individual support programme (ISP) referral, assessment and
remediation activities.
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Initially, information is gathered by asking the individual to recall work experiences
using the critical incident technique.8 A detailed past occupational history and past
medical history are included and an occupational psychology assessment is usually
undertaken. For individuals where language may be an issue, a language assess-
ment is conducted. The remediation activities are constructed in collaboration with
the individual and have a clear framework, with timelines. Simulated patient con-
sultations, video feedback and critical incident analysis are woven into a pro-
gramme that fits the individual’s needs and preferred learning styles. 

Who is referred to the service?
Between 2001 and February 2006, 76 doctors had completed an assessment and
remediation programme with the ISP.9 The majority of our referrals have come
from the Welsh deaneries with a small proportion of these being self-referrals.
However, as the service has grown and received wider attention referrals have
also been received directly from trusts both in Wales and England. Our sample of
76 therefore reflects a younger population than those who might be referred
directly to the NCAS. In Wales GPs with performance difficulties are usually
referred to an Advanced Trainers Network, a service provided by the Post
Graduate Department for General Practice Education in Wales and therefore our
sample contains only a small percentage of GPs. It is interesting to note that
although the age range seen by the ISP differs from the NCAS the spread of gen-
der and specialties referred to the ISP (see Figures 13.3 and 13.4) show strong
similarities to the first 50 cases referred to the NCAS. 
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Figure 13.3: Gender of doctors referred to the CSU and NCAS.
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Why are referrals made?
The majority of those referred to the ISP presented with at least two or more areas
of concern.9 Examples of the types of referral include the following doctors that:

• have failed their RITA due to poor team working and clinical prioritisation
• have language difficulties and poor team management skills
• are inaccessible and failing to achieve. 

This illustrates the need for multiple remediation activities. 

What is known about outcomes of the service?
Success is currently measured by a multidisciplinary review of the individual’s
progress at the end of the remediation process. In addition, the lead physician
remains in contact with the referring organisation and proactively invites feed-
back regarding progress. For some cases, quantitative data in the form of RITA
assessments and 360 appraisals are available as evidence of improvement. Based
on this approach to evaluation, there is evidence to suggest the approach adopted
by the ISP is effective in creating sustained improvements in individual perform-
ance. 65.8% of referred doctors achieved an improvement as noted by the pro-
gramme director and/or the deanery at the end of the programme. Examples of
improvements include receiving an improved RITA grade, passing exams,
decrease in patient complaints, positive feedback from colleagues and improved
language skills.

Advantages and disadvantages
We have described a programme that provides tailored remediation for doctors
struggling with their performance. Our principal finding is to reinforce the view
that poor communication skills may be symptomatic of the presence of a more
complex picture of performance deficit. Standing back and reflecting on the pros
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Figure 13.4: Specialties of doctors referred to the CSU and NCAS.



and cons of the service, the main advantages of the current design of the ISP 
centre around its ability to deliver independent personalised remediation that
engages individuals and takes account of organisational issues.

Personalised remediation
The purpose of personalised remediation is to match provision closely to individ-
ual need and to do so through one-to-one working over a period of time between
the doctor and the ISP team members. It is typical for referred doctors to work
with more than one team member. Team working allows a more holistic
approach and matches improvements over more than one area. In addition to
working on a specific learning need, the benefit of personalised remediation is
that it can be tailored to different learning styles. We use the Myers–Briggs Type
Indicator to help doctors become more aware of their behavioural habits and
how these impact upon their learning styles and general performance. Some doc-
tors have a preference for learning through practical activities such as role plays,
whilst others prefer more reflective approaches to skill acquisition. We recognise
the need to follow a learning cycle where different learning/teaching styles are
used, but are clear about the best starting point into the process for each individ-
ual concerned. This has reaffirmed our use of motivational interviewing as a
technique for giving people autonomy over their unique process of change and
development. One final advantage of personalised remediation is that it is based
on a broad multidisciplinary approach. This format provides ability for the asses-
sor to identify issues that may not have been raised in the referral and address
these early on.

Engagement and motivation
Experience within the Canadian health system suggests that a doctor’s motivation
may be low at the beginning of the process, but that the involvement of a licens-
ing authority had a positive effect on the doctor’s motivation and co-operation.10

However, in our experience, whilst the high stakes involved may motivate a per-
son to attend the unit, it is not always enough to stimulate genuine engagement
with the process as opposed to compliance. The assessment process is not only
important to identify needs, but also to identify an individual’s readiness to engage
in the process. 

Remediation does not begin until an individual is ready to engage. In our expe-
rience, the trigger for engagement is different for each person depending on the
nature of the presenting problem. For some it occurs when they have an oppor-
tunity to reflect on the reasons for their career choice (medicine and specialty),
for others it takes place as they become more aware of how their personality
interacts with the workplace. For some it might be discovering that language dif-
ficulties can be easily overcome. This leads to the second fundamental, the need
to take account of wider organisational issues.

Organisational issues
Historically, remediation has been viewed as being provided by or overseen by an
educational supervisor. Whilst this is appropriate up to a point, there comes a
stage where the causes of underperformance have to be well understood before
education or even remediation can be effective. For example, we have seen refer-
rals for poor performance which have related clearly to rapid organisational
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change resulting in a loss of support and supervision for a doctor. This typically
presents as ‘poor communication skills’ due to inappropriate displays of anger or
poor team leadership on the part of the individual. Remediation consisted of
skills improvement as well as coaching to identify support networks in the new
organisational structure. A wider organisational concern for us as a unit is the
need to consider what happens to the individual once they are no longer able to
access the support and resources of the ISP. Will the organisational environment
erode the individual’s capacity to sustain improvements that have been made? 

Independent nature of the service
Performance assessment impacts upon three distinct groups: patients, doctors
and employers.11 While these groups may have conflicting beliefs and expecta-
tions of assessment, the process must be acceptable for all. This is also true for
remediation. Independence is a mechanism for promoting acceptability and this
is a key feature of the ISP. Independence means that all parties can assume that
regardless of the original reason for referral, the ISP undertakes an independent
assessment that takes account of the wider organisational context. There may be
times when either party may disagree with our findings. Independence is consid-
ered essential to the fair and legitimate delivery of the service.

What is needed to improve the ISP?
Whilst progress with specific remediation models such as the ISP has been made,
what seems to be lacking is a clear consensus about which remediation methods
are appropriate in different circumstances. This has also been recognised by
Leape in the USA.12 The recognition that the causes are complex and multiple
suggests that for remediation to be successful it must address all factors. This is
not a simple task and needs more than a prescription to attend anger or time
management courses. This approach may be the sticking plaster to make both
referrer and referee feel better but it is unlikely to last.

It is worthwhile standing back and taking a wider view of the problem of under-
performance. Doctors are no different to the wider population where performance
relates to wellbeing as well as to skills and knowledge. Taking a biomedical model
to remediation perhaps is unwise. If we are to accept that which is inferred by
methods of assessment, then the biopsychosocial model13 is more appropriate and
is now widely accepted as being fundamental to rehabilitation.14 An example is
the successful ‘pathways to work pilots’ for individuals on long-term incapacity
benefits.15 Here health, social and psychological factors are addressed and a case-
by-case approach to provide effective support is developed. Assessors are trained
in the holistic management of cases and address motivation to change at the out-
set. Remediation of doctors should follow the same model. Underperformance
requires a holistic approach that also addresses motivation to change at the out-
set. Understanding an individual’s motivation to change and engaging them in the
process of change is well established in behaviour change methods16 and needs
careful consideration. Establishing a connection between assessment and provi-
sion of remediation is necessary. Health, wellbeing and personality are inextrica-
bly linked. Remediation must echo this and to achieve this end demands a closer
working connection between occupational health physicians and occupational
psychologists.
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Conclusions
At present remediation services for underperforming doctors are fragmented. The
lessons learnt from the ISP over the last five years suggest that effective remedi-
ation is possible but should be personalised, independent, engage the individual
and be delivered by a multi-disciplinary team. However, we have also learned
that individual performance takes place within a wider organisational context
that cannot be ignored. The aim overall must be to develop an evidence based
approach to remediation. If remediation is to evolve we need to be able to learn
from our collective experiences. The fragmentation of existing provision is not at
present conducive to this. In our own data set we are aware that there are many
biopsychosocial markers. Some of these might prove in the future to be valuable
indicators for underperformance and remediability but a common larger data set
is badly needed. 

We have to conclude that remediation should not be restricted to an educa-
tional model of skills acquisition. At the individual level, it should take account
of motivation, personality and organisational awareness. At a system level, there
is a certain irony; perhaps we in occupational health, human resources and edu-
cation also have to be mindful of the need for better communication. At the heart
of the process lies the doctor and the stress and distress that they might encounter
must not be underestimated.
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Chapter 14

Legal perspectives of assessment

Anthea Lints

Introduction
Examination boards are influenced and guided by the Code of Practice for the
Assurance of Academic Quality and Standards in Higher Education, 20041 which
evolved from the Dearing and Garrick Reports published in 1997.

The Dearing report recommended that, ‘arrangements for handling complaints
from examinees should reflect the principles of natural justice; be transparent
and timely; include procedures for reconciliation and arbitration; include an
independent, external element; and be managed by a senior member of staff.’

The general principles, which underpin this code, are as follows.1

1 There should be an effective procedure for resolving academic appeals. Those
sitting examinations should have opportunity to raise, individually or collec-
tively, matters of proper concern to them without fear of disadvantage and
in the knowledge that privacy and confidentiality will be respected.

2 The appropriate governing authority must ratify the process of appeal and
the outcome.

3 The appeal procedure must be fair and decisions must be reasonable.
4 Appeals must be dealt with promptly using simple and transparent proce-

dures.
5 Information outlining the appeals process must be easily accessible and

understandable.
6 There must be a source of impartial help.
7 There must be a source of authoritative guidance.
8 Investigation and judgement of the complaint must be impartial.
9 The process must allow the complainant to be accompanied by a friend or

mentor throughout.
10 There must be the possibility to have the judgement considered at appeal.
11 The outcome must be supported by appropriate remedial action.
12 Reasonable expenses of the complainant should be met.
13 The process must be subject to regular review.
14 There must be arrangements to monitor the volume, nature and outcome of

complaints.

An example of the Appeals procedure for the MRCGP examination can be
found at www.rcgp.org.uk in the section on Quality Control and an example
of the appeals process relevant to Summative Assessment for General Practice
in the London Deanery can be found on the London Deanery website
www.londondeanery.ac.uk.
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Review process
Normally an unsuccessful candidate can ask the examination board to review the
conduct or the result of their examination. They may not request a review of
matters which relate solely to the examiners’ judgements or that challenges the
academic content or methodology of the examination.

The sorts of situations, which this would include, fall into four broad cate-
gories:

• organisational
• content
• conduct 
• determination of result.

The following are examples of the situations described above.

• Organisational failing: missing or wrong documentation or even poor envi-
ronmental conditions in which the examination was sat.

• Complaint about content: a question which was of no relevance to the sub-
ject being examined.

• Complaint about conduct: questions relating to the candidate’s age or gender,
cultural background or beliefs.

• Complaint about determination of result: rejection by the examiner of a cor-
rect answer.

The candidate will be advised of the outcome of the review. 
Some examination boards will also consider exceptional personal circum-

stances which had an adverse effect on performance but, normally, it would be
expected that such circumstances would have been made known to the appro-
priate authority prior to the examination taking place.

Appeal process
If the candidate remains dissatisfied with the outcome, they may make a formal
appeal. The examination board is entitled to request a fee, which may be refunded
if the appeal is successful. An independent appeals panel will be invited to con-
sider the appeal. The members of the panel may include examiners who have not
been previously involved with that particular candidate nor in the previous
review. The chairman would normally be non-medical but someone who has
experience of examining in postgraduate education. Normally the candidate will
be invited to appear to present his or her case.

Outcomes of the appeal process
Outcomes of the appeal process fall into three categories.

• The appeal may be dismissed. No further appeal will be considered.
• The appeal is upheld but the matter does not justify a different conclusion.
• The appeal is upheld and either the candidate is awarded appropriate credit

which could lead to a pass mark or the examination is considered void and the
candidate is allowed to re-sit the examination with no further financial cost.



The reasons for the final decision will be shared with the candidate.
It is unlikely that the English or Scottish Courts will become involved unless

the examination board fails to follow its own published procedures or these pro-
cedures are seen to be capricious or arbitrary. The need for a transparency of
process with clear standards of conduct, investigation of misconduct and hearing
procedures cannot be over-emphasised.

Appeals should be dealt with swiftly and in a manner in which an outside
observer would find fair and reasonable. In addition appeals must be lodged
within a stated period of time, in writing, clearly stating the grounds for appeal.

Selection and appointment of examiners
To ensure that examinations are fair, most examination boards have a rigorous
selection process for examiners which includes essential examiner specifications,
training and calibration and, if suitable, formal appointment to a panel of exam-
iners. Some colleges insist that examiners successfully re-sit the examination for
which they will ultimately be examining.

Examiners are regularly reviewed to ensure that their performance is reliable
and consistent. Normally examiners are selected for a specified period of time,
which can be extended or terminated.

Preparation of an appeal
It is the responsibility of the appellant to prepare the grounds and evidence upon
which the appeal is based and he or she may need to seek legal advice.

Access to information
The Freedom of Information Act was introduced in 2001.2 Under section 1.1 of
the act, anyone who makes a request for information from a public authority is
entitled to be told whether or not the authority has that information and, if it
does, to receive the information requested.

The means of making a request is defined in section 8. The request must be leg-
ible, describe the information sought and include the name of the applicant and
a correspondence address. Requests can be made by e-mail.

The authority from which information is sought may not ask why this is being
requested nor can they refuse to comply because of what you might wish to do
with the information. The Act does not define precisely what sort of information
may be sought, however, there are some exemptions. Some are absolute whilst
others must fulfil a public interest test, which must be applied to individual
requests and judged on the merit of the situation.

One absolute exemption (Part 2 section 21) is information which is published
elsewhere and is accessible to the applicant by another means. Another excep-
tion (Part 2 section 36) deals with, ‘Prejudice to effective conduct of public
affairs.’ Where an examination board has a limited pool of questions, for exam-
ple a written or MCQ examination, this exemption could be relevant. To request
access would be unreasonable because to release these questions would degrade
the quality of the assessment in the future.

Legal perspectives of assessment 161
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Requests must be responded to within 20 days unless further information is
sought by the authority in order to identify the precise information you seek. If
your request is refused then a reason must be given. There is a process of seek-
ing review and appeal through the Information Commissioner whose decision is
almost always binding.

The responsibilities of the candidate
Examination and assessment boards rightly expect candidates to behave honestly
and professionally. Academic dishonesty, cheating and plagiarism will not be tol-
erated and may result, where this relates to medical examinations, to referral to
the GMC. ‘There is no correlation between success and cheating; cheaters do not
perform better on exams.’3

Whilst cheating has been likened to stealing, plagiarism has been likened to
forgery. The seriousness of academic dishonesty, a set of deliberate, unacceptable
behaviours, cannot be underestimated. ‘This is superior work. It was excellent
when Saint Thomas Aquinas wrote it, just as it is today. Saint Thomas gets an A.
You get an F’.4

There are many examples of academic dishonesty.

1 Copying another student’s answers.
2 Using notes or study guides brought into an examination when this was

explicitly not permissible.
3 Passing off the work of someone else as one’s own.
4 A candidate getting a surrogate to sit the examination in his place.

There are also more subtle examples such as communicating with someone else
by mobile phone during an examination, using a commercial organisation to pre-
pare answers and downloading entire examination papers or research projects
from the Internet.

There have been some highly publicised cases of falsification of results, which
can have serious and significant consequences for public safety. 

Normally examination boards do publish the consequences of academic dishon-
esty which would at the very least lead to a lower grade being awarded but may
debar the student, unless adequate explanation is offered and accepted, from fur-
ther attempts or even referral to their particular professional body. Often dishonesty
is difficult to prove and therefore punishment can be variable. This can best be dealt
with by clear definition of what precisely constitutes cheating or plagiarism, prefer-
ably with concise (and including cross-cultural) examples. Policies of how cheating
or plagiarism will be dealt with need to be clearly communicated and adhered to.
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Chapter 15

Post-modernising medical careers:
assessment in an age of uncertainty

John Launer

The language is no sooner minted than it fractures into different per-
spectives and simultaneously we sense, somewhere in our bones, that
it is certainty itself that has ended.

Paul Hodgkin1

And immediately
Rather than words comes the thought of high windows:
The sun-comprehending glass,
And beyond it, the deep blue air, that shows
Nothing, and is nowhere, and is endless.

Philip Larkin2

Introduction
In this chapter I want to reflect on the position of medicine in contemporary cul-
ture and society, and what this means for the future of assessment in the med-
ical profession. To place these reflections in context, I shall begin by describing
briefly my own work and professional background, and my impressions of med-
ical practice in its current state.

For the last three years I have worked at the London GP Deanery as clinical
supervision lead. My remit has been to promote a culture of clinical supervision
among general practitioners (GPs) in London, bringing them closer to the ways
of working that are commoner among some of the mental health professions
including clinical psychologists and psychotherapists. I have brought to this work
my experience as a GP and GP trainer, but also experience as a family therapist,
supervisor, and member of a child and family mental health team. In addition, I
have a background in the humanities, having been an English graduate and a
teacher before becoming a doctor. 

Working as I do in many different contexts, with GP patients and with family
therapy ones, with trainees and experienced practitioners in many different dis-
ciplines, I have been struck by the following impressions.

1 Most medical practitioners appear to function with a high level of commit-
ment and competence. However, as doctors become older and more experi-
enced, factual knowledge may decline while wisdom and intuition may
increase, so that a good 30-year-old doctor is an entirely different professional
from a good 60-year-old one. Some practitioners remain all-rounders to the
end of their careers while others become more focused on one area of clinical
or managerial expertise. Doctors – and particularly GPs – tend to work within
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local or organisational micro-cultures, so that it is possible for two practices to
operate in the same street, for example, with widely different standards and
in complete ignorance of each others’ performance. Equally, how one practi-
tioner might define competent practice may vary greatly in its scope and level
from how another might do so. Some nowadays subscribe to a very techno-
cratic vision of medicine, while others hold on to a whole person or human-
istic approach.

2 Accounts of poor or problematical clinical practice appear to be relatively
common but such practice can be hard to pin down. Often this is because the
problem really belongs to the network, team or organisation as much as the
individual. Alternatively, the team may cover up for a doctor with problem,
or avoid confrontation. Sometimes there are also aspects of social discrimina-
tion or professional deprivation, and this may be enduring and institution-
alised. The preponderance of referrals to the General Medical Council (GMC)
of south Asian doctors nearing the end of their careers is probably an exam-
ple of this. The historical dependence of the National Health Service (NHS) in
some places on doctors who are known to be ill-trained and ill-equipped for
the job is another. Performance problems are thus inseparable from wider
social, economic and cultural issues.

3 The mechanisms for trying to address problematical practice are cumbersome
and in some ways arbitrary. Flagrant malpractice may evade notice or punish-
ment because of cleverness, conflict avoidance, power imbalance, legal
niceties, a compassionate wish to preserve colleagues’ livelihoods and self-
respect, or for other reasons. At the same time, minor or equivocal faults may
become the focus for raucous publicity, execration and professional ruin. The
assessment methods currently available do appear to capture something that
has meaning and consistency, but other important aspects of performance –
both positive and negative – may be too complex or indefinable to reduce to
what is measurable. Every doctor works constantly with the risk that any
moment of inattention, or any single fragment of ignorance, can potentially
lead to physical catastrophe for a patient. Every single doctor is liable to make
significant mistakes from time to time. We all live with the fear of being found
out. It is no easy task to construct and to sustain a system that can identify
consistently bad practitioners without frightening and demotivating practi-
cally everyone else. Assessment and regulation are not neutral activities: they
reflect social and political imperatives, and they exert their own influences on
the ethos of medicine.

4 Health professionals in Britain work in an opaque and constantly shifting con-
text of administrative structures and regulatory agencies that often relate to
each other in ways that are bureaucratic or dysfunctional. There is a pervasive
mismatch between the insistently personal nature of clinical encounters on
the ground, and the managerialised, procedure-driven culture of health serv-
ice administration and government. This mismatch is demonstrated by
increasingly anxious attempts from above to monitor, count and govern pro-
fessional activities that by their very nature are subtle, unique, ambiguous and
elusive. The same process is insinuating itself into the medical consultation
itself, where there is a growing tension between traditional, individualised
and responsive care on the one hand, and the insistent intrusions of proactive,
epidemiological interventions on the other. While some of these interventions



make an undeniable and major difference to some peoples’ lives, taken
together they also determine what can no longer be done: for example, out of
hours care, continuity of care and perhaps family and palliative care.

In this chapter I want to argue that these things are not coincidences, nor have
they arisen in a vacuum. They are the results of cultural forces that have to a
lesser or greater extent affected much of the world in the second half of the 20th
century, and continue to do so. For convenience, I want to refer to these forces
by the umbrella term of ‘post-modernism’ – a word that puts many doctors off,
but actually has quite a simple meaning. Following a discussion of what post-
modernism means to medicine, I want to venture some ideas about its implica-
tions for assessing doctors in the future, with particular emphasis on assessing
established GPs.

Post-modernism and medicine
In its philosophical form, post-modernism is the abandonment of any search for
a certain, final form of truth, whether it be scientific, political, or moral. It is a
loss of faith in progress, or a belief in belief. To put it another way, post-mod-
ernism is an acceptance that all forms of truth are only ever defined provision-
ally, and through social or linguistic agreement, rather than because anything
holds true for ever. In its cultural form, post-modernism expresses itself in terms
of pluralism and diversity. For example, certainties that would have gone undis-
puted a generation or two ago – about homosexuality, for example, or about the
right of European countries to colonise non-European ones – have within a very
short space of time become antique. We no longer live within boundaried com-
munities of belief (of any kind) that remain unchallenged. 

Medicine as a discipline stands in a peculiar relationship with post-modernism.
On the one hand, medicine is identified with a progressive search for irreducible
knowledge – the kind of knowledge that will hold good across all times and in all
cultures. On the other hand, medicine always has to function within the wider
social context. In a post-modern world, this has given rise to a wide range of ten-
sions. Here are just some examples.

• Reproductive technology now allows a wide range of assisted conception to
take place and this will almost certainly include human cloning in the near
future. At the same time, there is no longer any universal moral framework
to define what is and is not acceptable in this field. In place of such a frame-
work we have committees that test the waters at any given time and offer
provisional guidance accordingly.

• There is now a wide variety of treatments for disorders such as depression,
ADHD, erectile impotence, obesity, reduced female libido and premenstrual
syndrome. Yet alongside this, social scientists and political theorists are argu-
ing that all these conditions – and many others – are constructions brought
about by oppressive social and gender relations and by the vested interests of
the pharmaceutical industry.

• Clinical governance is becoming universal within medicine, at least in the UK.
It provides many mechanisms for dictating whether or not treatments are evi-
dence-based and whether or not these should be prescribed. Medical activity
itself has become subject to a plethora of guidance concerning what must be
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enquired into, measured and done. Yet all of this regulated practice operates
within a wider framework where doctors are also told to offer choice and to
be sensitive to the wishes of consumers. Paradoxically, these wishes may and
often do extend to all kinds of investigations and treatments that are entirely
outside the domain of orthodox scientific medicine and possibly outside the
sphere of western rationality itself. 

On the ground, in everyday practice, post-modernism is played out in many
ways. It is shown, for example, in the ambivalence with which parents may
demand an immediate appointment for a child with a minor viral infection in the
belief that the doctor must have the knowledge to cure it, while at the same time
questioning the doctor’s judgement in offering routine childhood immunisations.
Another manifestation is the presence in surgeries of para-medical disciplines
(first-contact care practitioners, physician assistants, primary care mental health
workers and so on) who are charged with applying evidence-based, protocol-
driven treatment, while being subject to lower levels of assessment and regula-
tion than doctors are. 

One way of looking at all these phenomena is in terms of authority. While
medicine is being required – by society, by governments and by the profession
itself – to demonstrate its own authority in increasingly rigorous ways, that same
authority is also being undermined by questions that challenge the dominance of
any single body of knowledge, or the possessors of that knowledge. 

Within this slippery world of certainty-within-uncertainty, of concrete castles
built on shifting sands, it is perhaps no surprise that practitioners, managers, reg-
ulators and governments find themselves nervously renegotiating at every turn
what is and is not normative practice.

Performance and supervision: the uses of ambiguity
Having briefly stated the predicament in which I believe doctors currently find
themselves, alongside those who train and assess them, I want to focus on two
concepts that may offer a way forward. One is performance and the other is
supervision.

Performance
The word performance in the English language is helpfully ambiguous. In a med-
ical context it means competence, but in a theatrical context it means the ability
to act a part. It is a cliché to say that doctors are required to be actors and that the
acquisition of a good manner – sustainable in moments of insincerity as well as
sincerity – is a prerequisite for credibility and self-preservation. Yet there is a seri-
ous and necessary side to this kind of performance. In some profound sense, the
doctor who cannot act like a competent doctor is indeed not a competent doctor. 

To put this in even cruder terms, if a doctor attended the London Deanery as
the result of a GMC determination and put the question to us, ‘Are you just
telling me I have to put on a better performance in front of patients?’ it would be
legitimate to say, ‘Yes, of course.’ That answer defines the precise nature of com-
petent performance in a post-modern world. It flags up that medicine in all its
aspects, from prescribing the right drugs to behaving correctly towards the oppo-
site sex, is the product of social, cultural and political agreement. Transgressing
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the norms of that agreement is, quite simply, putting on a poor performance in
both senses of the word. Failure to perform at a medical level may also represent
a more radical failure to understand how human beings have to ‘perform’ gen-
erally in the social world. This may be why performance problems are often inex-
tricably bound up with conduct problems as well.

Supervision
There is a similar ambiguity in the word supervision and it is equally helpful.
Supervision is often understood to mean looking over someone’s shoulder. It also
means looking after them. While some people have tried to promote the view
that supervision is solely a developmental task rather than one that involves
monitoring and standard setting, I have come to believe that it inescapably has
an element of both. For example, it is impossible to supervise even the most com-
petent doctor without holding in one’s mind the idea of acceptable practice.
Conversely, supervising a challenging and worrying junior will still involve an
attempt to bring forth competence – otherwise the conversation would not be
happening in the first place. 

What this means for the actual conduct of supervision, whether formal or
informal, is that one has to move continually between a position of facilitating
new understanding on the one hand and introducing information about good
and better performance on the other – through advice or questions or both. In
supervising a young and recently trained practitioner, this may mean inviting a
deeper understanding of contexts, processes, and feelings. In working with the
older practitioner, who may be more experienced but rusty in terms of knowl-
edge, it may be more important to establish the contemporary parameters of
good practice. The whole enterprise of supervision can be conceptualised as a col-
lective activity by which professions establish, promulgate, refine and develop
their standards of practice, both technical and affective. In other words, supervi-
sion is a regulatory activity, but it is also one in which the regulations themselves
are in a continual state of conversational evolution. 

If we are prepared to live with the ambiguities inherent in words like perform-
ance and supervision, then we have the potential to navigate a world that is both
insistently certain in some of its aspects and yet uncertain in its foundations. We
can learn, as it were, to take positions that will protect both ourselves and our
patients, while recognising that those positions will nearly always be provisional.
We will also be agile enough intellectually to move to different positions as con-
ditions change, or as contexts are reframed. Without becoming cynics or ironists,
we will be able to hold on to the importance of maintaining an appearance of
professional authority, while having no illusions about how insubstantial that
authority really is.

What will this mean for assessment?
Having set out what I consider to be the cultural context for practising medicine
for the foreseeable future, I now want to offer some predictions about the likely
direction of assessment, specifically in relation to established GPs, since that is my
own main interest currently. It should go without saying that in a time of such
uncertainty I would place no money on any specific predictions; these are meant
more as signposts than as clairvoyance.



First, I see no reason to doubt that the tension or dialectic between scientific
medicine and the surrounding cultural context will continue to intensify.
Medicine will continue to demand of itself that it can justify itself in statistical and
apparently incontestable terms. Governments and managers will seize on this
form of discourse more and more because it gives them an administrative and (to
some extent) an economic handle on a profession whose autonomy is seen as
threatening in many ways. Alongside this rationalistic, or seemingly rationalistic
enterprise, there will be a simultaneous breakdown of consensus about where
medicine stands as a significant determinant of cultural reality. Globalisation and
privatisation are likely to contribute to this process by upping the stakes on both
sides. On the one hand they will offer cheaper and competitive forms of conven-
tional medicine such as intercontinental packages for elective surgery. On the
other hand they will contest the underlying belief system of medicine itself by
promoting alternative remedies and services in the market place, either in
pseudo-medical form or through explicitly anti-medical rhetoric.

One option for survival within this fragmented and contradictory reality will
no doubt be for doctors to identify themselves entirely with whatever limited and
provisional aims are defined at any moment by the state and its corporate allies
in the form of targets, desirable actions and outcomes and so forth. There will
almost certainly be a convergence between much that is currently considered to
be organisational audit (e.g. successful operations performed, patients started on
statins) with activities currently considered to be part of professional regulation,
including appraisal and revalidation. Given this scenario, doctors who can con-
tent themselves with satisfying certain arithmetical measures and who can
equate these with good medical practice – either unreflectively or with enthusi-
asm – will probably pass muster. Alongside this, it seems equally certain that all
doctors sooner or later will face regular tests of their knowledge and possibly
their technical skills. Certainly, the absence of such tests is becoming increasingly
indefensible within a discourse of public accountability.

Thinking beyond this context, however, there will be wider challenge for doc-
tors. In order to reduce the probability of complaints from a public that may
become more assertive and possibly litigious – and will certainly have access to
more information than is currently imaginable – doctors will need to see them-
selves more and more as cultural mediators. In other words, they will need to
understand their role not as telling people what to do, nor just as good and sym-
pathetic listeners, but as interpreters whose duty is to make sense of one culture
(medicine) to people with a wide range of beliefs and expectations drawn from
other cultures and micro-cultures. They will need to become far more tolerant of
other peoples’ constructed realities including those that appear fundamentally
incompatible with the medical world view. They will need the skills to create a
space in the consultation for an intelligent dialogue between the language of
medicine and the many other languages that are brought into the surgery –
including languages that are literally as well as metaphorically foreign. Doctors
who can do so will be less likely to come under scrutiny by a state that is
immensely concerned to represent itself as protective of citizens’ rights to self-
determination.

In this cultural and political context, doctors will increasingly require the skill
of reflexivity, namely the skill of observing themselves in interaction with others,
together with the ability to note and correct sources of misunderstanding at the
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level of basic assumptions. A pre-requisite for any kind of reflexivity among 
doctors will be a humility in relation to the truth and universal applicability of
medicine itself and an ability to take a more neutral position in relation to what
is right and desirable for patients. Another aspect of this skill will be the capacity
to note the power relations inherent in any medical encounter – whether this
power belongs to the doctor, the consumer, the team, the government, or some
other agency – and to remain both respectful of these power relations, but also
willing to bring them into question. 

No doubt attempts will be made – and perhaps they should – to test this kind
of communicative capacity. This may involve such methods as 360-degree feed-
back, video review, simulated surgeries, patient satisfaction surveys and so forth.
To judge by current trends, these assessment technologies are likely to grow into
something of an industry. There is always the risk that such approaches to assess-
ment will become dumbed down to a reductionist set of boxes for ticking, in
which the complexity, authenticity and subversiveness of self-awareness and sit-
uational awareness are lost. The challenge of professionalism, as always, will be
to transcend this risk. We will need to collaborate in forms of testing that define
and assess doctors’ abilities to respond to patients’ needs and wishes, and to func-
tion within complex professional and interprofessional networks. We will also
need to remain radically sceptical about such testing, recognising that it
inevitably has its own effect in recolonising and institutionalising ourselves. The
most important assessment we can be involved in as medical practitioners may
be a continual self-assessment of our place within the intersecting systems in
which we find ourselves.

Although I have painted a generally astringent picture of medical culture and
medical assessment in the future, I believe that challenges should also excite 
doctors. Ultimately, I do not believe that individual doctors as moral agents will
lose a vision of medicine that rises above the politically fashionable or expedient,
and above a form of practice that is driven by the state, the organisation, con-
sumerism or the market. While respecting all these forces and taking them seri-
ously, a vision of doctors as cultural mediators restores to us a kind of medicine
that is fundamentally interactional, interpretative or hermeneutic, one where the
‘stuff’ we know as doctors has no existence in its own right, but attains meaning
only when it enters into dialogue with the other: the patient.
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